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Nucleon Charges
• Charges = Quark bilinears with current

(zero momentum)

𝑁(𝑝′) 𝒪 𝑁(𝑝)
~𝑔!, 𝑔", 𝑔#
• 𝑔! Benchmark Quantity
• 𝑔", 𝑔# → Input for new physics searches

23.04.21

V,A,S,T

T. Bhattacharya et al., Phys. Rev. D85, 054512 (2012) 
𝒪!" = &𝑞𝛾!𝛾#𝑞, 𝒪$ = &𝑞𝑞, 𝒪!%& = 𝑖&𝑞𝜎!%𝑞
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Vector Form Factors
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𝑁(𝑝') &𝑞𝛾!𝑞 𝑁(𝑝) = &𝑢 𝑝' 𝛾! 𝐹(
) 𝑄* + 𝑖

𝜎!%
2𝑚+

𝑞% 𝐹*
) 𝑄* 𝑢 𝑝

𝐺, 𝑄* = 𝐹(
) 𝑄* −

𝑄*

2𝑚+
𝐹*
) 𝑄* = 𝐶) 1 −

1
6 𝑟,* 𝑄* +⋯

𝐺- 𝑄* = 𝐹(
) 𝑄* + 𝐹*

)(𝑄*) = 𝜇) 1 −
1
6 𝑟-* 𝑄* +⋯

• 𝐶) = Electric charge, 
• 𝜇)=magnetic moment, 
• 𝑟,/-* = electric/magnetic radius, 
• q=u,d,s

V

Dirac Pauli 
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Proton Radius
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Discrepency (or not to discrepency?) between
• ep-scattering

𝑟>?
!
" = 0.879 8 fm

𝑟>?
!
" = 0.831 14 fm

• 𝜇-onic hydrogen

𝑟>?
!
" = 0.84087 39 fm

J. C. Bernauer et al.  Phys. Rev. Lett. 105, (2010) 

W. Xiong et al., Nature 575, 147 (2019) 

A. Antognini et al., Science 339, 417 (2013) 

Source:  Pohl, R. et al. Nature 466, 213-217 (2010)
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Lattice QCD
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Lattice

23.04.21

Hartmut Wittig 5

Current Status
H dibaryon not firmly established experimentally

“Clover” @ Mainz

Is a bound H dibaryon a consequence of QCD?

Try “ab ini6o” technique: La`ce QCD

• Discretize Space Time
• Lattice action
𝑆!"# 𝑈,Ψ, %Ψ = 𝑆$!"# 𝑈 + 𝑆%!"# 𝑈,Ψ, %Ψ
Ω = &

'
∫ ∏(,* 𝑑𝑈* 𝑥 Ω∏+,-,.,/ det 𝐷 + 𝑚+ 𝑒01!

• Ω evaluated stochastically (Markov Chain)
• Challenges

/

• Need to extrapolate to continuum
In lattice spacing
In lattice Volume

• Need to extrapolate to physical quark masses (Chiral EFT)

• Need to control excited states

Source: JICFuS, Tsukuba
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Lattice
• Discretization not unique:

Wilson, DWF, HISQ
• 𝑁@ = 2 + 1 (2 degenerate u/d + s)
• Gauge ensembles produced within CLS

23.04.21

Hartmut Wittig 55

Simula,ons and Machines

 Clover  MOGON II 

 Hazel Hen 

Hartmut Wittig 55

Simula,ons and Machines

 Clover  MOGON II 

 Hazel Hen 
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Landscape of CLS ensembles

23.04.21

Taken from:
D.Mohler et al,  EPJ Web of Conferences 175, 02010 (2018) 

Red = 𝑚/ 𝐿 < 4
Yellow = 4 < 𝑚/𝐿 < 5
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Physics from the Lattice
• Physics contained in correlation functions

9𝑒E𝒑(𝒚H𝒙) 𝒪J 𝑥 𝒪J 𝑦 K =9𝑎L 𝒑 𝑒HM# > (N$HO$)

(P$HO$)→R𝑎S 𝒑 𝑒HM$(N$HO$)

• 𝒪J: Nucleon interpolating operator
• Ground state dominates for large Euclidean time
• Challenges:
– Signal to noise deteriorates for large times
– Need to control excited states 

23.04.21

8 Konstantin Ottnad: Excited states in nucleon structure calculations

Fig. 5. Multi-particle energy spectra of finite volume states as a function of M⇡L. Left panel: Non-interacting states with
quantum numbers of a single nucleon at rest. The black solid line corresponds to the nucleon mass and the dashed line to the
threshold for the N⇡ state with opposite parity. The blue, green and magenta lines correspond to N⇡ states with back-to-back
momentum, first few N⇡⇡ states with one pion at rest and first few N⇡⇡ states with the nucleon at rest, respectively. Right
panel: Interacting N⇡ states with quantum numbers I(JP ) = 1/2(1/2+) (blue, solid curves) and corresponding non-interacting
levels (black, dashed curves). Both figures are reproduced from ref. [63] under the Creative Commons CC-BY license.
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Fig. 6. Examples for the ground state convergence in the nu-
cleon e↵ective masses. The relative excited state contamina-
tion in the nucleon e↵ective mass MN (t) defined as the ratio of
MN (t) and its fitted (asymptotic) value MN is shown as a func-
tion of t computed on four CLS ensembles (E250, D200, N200,
N203) at a common value of the lattice spacing a = 0.06426 fm.
The pion masses on these ensembles cover a range of roughly
[135 MeV, 350 MeV] corresponding to M⇡L = 4.2, 4.2, 4.4, 5.4.

of �PT results to lattice data remain. This concerns e.g.
the size of the available source-sink separations in case of
three-point functions. Regarding the use of smeared inter-
polating operators it has been pointed out in ref. [66] that
they are mapped onto the point-like nucleon field in the ef-
fective theory, provided that the smearing radius is small
compared to the Compton wavelength of the pion. The
resulting e↵ective operators containing the pion-nucleon

coupling in the second term

�e↵(x) = ↵̃

✓
 (x) +

i

2f
⇡(x)�5 (x)

◆
, (37)

then only di↵er by the value of a low energy constant
(LEC) ↵̃ for di↵erent smearings. Furthermore, at leading
order this LEC is canceled in ratios, hence �PT predic-
tions for excited state corrections are independent of the
actual choice of smearing at leading order. At the very
least, these studies provide qualitative insight into the be-
havior of excited state contamination, but in more recent
work �PT predictions have also been used to system-
atically remove excited state contamination from lattice
data; see e.g. ref. [50].

Excited states in nucleon two-point functions have been
studied in refs. [64–66,69]. For the nucleon e↵ective mass
it was found that the excited state correction due to N⇡
contributions are expected to be below 2% at t � 0.5 fm
and to become a sub-percent e↵ect for t � 1 fm. This is
roughly consistent with empirical findings in lattice stud-
ies e.g. considering the behavior of the (total) relative ex-
cited state contribution in fig. 6 as a function of t. In the
most recent ref. [69] the study has been extended to three-
particle (N⇡⇡) states which where found to contribute at
most at the permille level and thus considered to be neg-
ligible for all practical purposes in the foreseeable future.

For three-point functions and the resulting matrix ele-
ments the situation is more complicated. In the past, the
main focus has been on N⇡ contributions in the three-
point function with an axial vector insertion relevant for
gu�d

A
[64,65,67,68]. The predicted e↵ect on gu�d

A
is an

overestimation of at least several percent at typical val-
ues of tsep . 1.5 fm that are accessible in lattice simula-
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Excited States for FF
• We actually extract the FF using ratios of correlation functions, 

e.g. isovector vector FF

• Ratio such that for large 𝑡 and (𝑡T−𝑡)

• However we see deviations from a plateau

23.04.21

magnetic form factors of the nucleon from the Nf = 2 + 1 CLS ensembles [54]. We use
two state-of-the-art methods, known as the summation method and two-state fits to ex-
tract GE and GM from Euclidean correlation functions for a range of momentum transfers
Q2 . 1GeV2. Given the limited Q2 range of our data, we focus on extracting the electric
and magnetic charge radii and the magnetic moment of the nucleon using a variety of meth-
ods to check for consistency. Extrapolated to the physical point, our results favour a small
value of the electric charge radius, although the present accuracy is not su�cient to make a
decisive statement in this regard.

The paper is organized as follows: in section II we present the ensembles and operators
used in our simulations; section III describes the methods we use to account for the pres-
ence of excited-state contaminations in our data, and section IV the methods we employ to
parameterize the form factor data on each lattice ensemble, while section V gives the results
for the extrapolation of our results to the continuum and infinite-volume limits at the phys-
ical pion mass. Our conclusions and a discussion of the results are contained in section VI.
For completeness and ease of reference, we provide tables with the values of all measured
form factors in appendix A. Appendix B lists the priors we use to stabilize our two-state
fits, while the results of both dipole and z-expansion fits on each ensemble are given in
appendix C. Appendices D and E give the results of the extrapolations to the physical point
using two variants of chiral perturbation theory. We consider the ratio GM(Q2)/GE(Q2) in
appendix F.

II. LATTICE SETUP

We use the CLS Nf = 2 + 1 ensembles [54] that have been generated with non-
perturbatively O(a)-improved Wilson fermions [55, 56] and the tree-level improved Lüscher-
Weisz gauge action [57]. In order to prevent topological freezing [58], the fields obey open
boundary conditions in time [59], with the exception of ensemble E250 which uses periodic
boundary condition in the time direction. The reweighting factors needed to correct for the
treatment of the strange quark determinant during the gauge field generation are obtained
using the method of Ref. [60]. See Tab. I for a list of ensembles used in this work, which
cover the range of lattice spacings from 0.050 fm to 0.086 fm. Our setup in this work is
identical to that used in our paper on the isovector charges and momentum fractions of the
nucleon [61], to which we refer the reader for further details.

We obtain the matrix element of the vector current through the ratio [63]

RJµ(t, ts;q) =
CJµ

3
(t, ts;q)

C2(ts;0)

s
C2(ts � t;�q)C2(t,0)C2(ts;0)

C2(ts � t;0)C2(t;�q)C2(ts;�q)
, (1)

where the nucleon two- and three-point-functions are given by

C2(t;p) = �↵�

X

x

e�ipx
D
 �(x, t) ↵(0)

E
, (2)

CJµ
3
(t, ts;q) = �↵�

X

x,y

eiqy
D
 �(x, ts)Jµ(y, t) ↵(0)

E
(3)

in our setup, where the nucleon at the sink is at rest, i.e. for a momentum transfer q the
initial and final nucleon states have momenta

p0 = 0, p = �q. (4)

3

To compute the three-point functions, we employ extended propagators in the “fixed-sink”
method, requiring additional inversions for each value of ts studied while allowing the mo-
mentum transfer to be varied via a phase factor at the point of the current insertion [68]. As
in [61], we apply the truncated solver method with bias correction [69–71] to reduce the cost
of the inversions. The number of high-precision and low-precision measurements carried out
on each gauge configuration is indicated in Table I.

For the polarization given in Eq. (7) the asymptotic value for the spectral decomposition
of Eq. (1) reads

RJ0(t, ts;q) ⌘

s
mN + Eq

2Eq
Ge↵

E
(Q2, t, ts) , (10a)

RJ0(t, ts;q)
t,(ts�t)�0

������!

s
mN + Eq

2Eq
GE(Q

2) , (10b)

ReRJi(t, ts;q)
t,(ts�t)�0

������!

s
1

2Eq(Eq +MN)
GM(Q

2)✏ij3qj , (10c)

where GE
1 and GM are the isovector electric and magnetic Sachs form factors, respectively,

with GE(0) = 1. The extraction of the magnetic form factor via Eq. (10c) amounts to
solving a system of linear equations, since, in general, several di↵erent choices of q produce
the same value of Q2. Consequently there are several possibilities for obtaining an estimate
of GM(Q2). We use the following estimator,

Ge↵

M
(Q2, t, ts) =

p
2Eq(MN + Eq)

q2
1
+ q2

2

h
q2ReR

J1 � q1ReR
J2
i
, q1 6= 0 _ q2 6= 0 , (11)

averaging over all momenta q contributing to the same Q2. The resulting e↵ective form
factors for every source-sink separation for the first non-zero momentum and a momentum
close to 0.5GeV2 on the ensembles D200 and E250 are shown in Fig. 1.

Unless stated otherwise, errors are computed using the jackknife method on binned data
with a bin size of two for all ensembles except E250, where the spacing between two analyzed
configurations in terms of molecular dynamics time is twice as large compared to e.g. D200
or C101 to begin with. For the conversion to physical units we use the lattice spacing
determination of [62].

III. EXCITED-STATE SYSTEMATICS

Baryonic correlation functions su↵er from a strong exponential growth of the relative sta-
tistical noise when the distance in Euclidean time between operators is increased [72]. There-
fore, for the typical source-sink separations in current lattice calculations of baryon structure
observables, it cannot be guaranteed that contributions from excited states are su�ciently
suppressed. Evidently, special care is required to avoid any bias from unwanted excited-state
contributions [73, 74]. Predominantly, two approaches have been widely adopted to address
this problem: the summation method [39, 75–79] and multi-state fits [39, 80–83].

1 In addition we have extracted the electric form factor from the spatial components of the current matrix

element, however the extracted values are less accurate compared to Eq. (10b).

5
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Example of Excited States in R
• Ratios for D200 at two different momenta

23.04.21
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FIG. 1. E↵ective form factors for ensemble D200 (upper panel) and E250 (lower panel). In each
panel, the first row corresponds to the smallest non-vanishing momentum in the given ensemble,
i.e. Q2 = 0.089, 0.040GeV2 for D200 and E250, respectively, and the second row corresponds to
Q2

⇠ 0.5GeV2. For the four available source-sink separations ts, the e↵ective form factors are
displayed as a function of the current insertion time t, o↵set to the midpoint between nucleon
source and sink. The curves represent the two-state fits in their respective fit intervals. The gray
band and black data point correspond to the estimate for the ground-state matrix element for the
summation and two-state method, respectively. The data points are displaced for better visibility.

6
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Excited States
• Ways to deal with excited states
– Summation method
– Include higher terms in spectral representation explicitly

• Summation method
– Write any correlation function generically as
𝐶(𝑡, 𝑡+) = 𝑎 + 𝑏 𝑒0# 230 + 𝑐 𝑒0 #10# 230 +⋯

– a = ground state matrix element accesible for large 𝑡 and (𝑡+−𝑡)
– b- and c-terms are contaminations due to excited states

23.04.21

U
23(

2!4(

𝐶 𝑡, 𝑡5 = 𝑎(𝑡5 − 1) − X𝑏𝑒42!6," − �̃�𝑒42!6,"
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Summation Method

3
#,&

#"0&

𝐶 𝑡, 𝑡+ = 𝑎(𝑡+ − 1) − ;𝑏𝑒0#"23# − �̃�𝑒0#"23#

• Fit linear term to get ground state matrix element a

23.04.21
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FIG. 3. Ground state energy extracted in lattice units from two-state fits to the nucleon two-point
function on ensembles D200 (left) and J303 (right), where the blue line describes the relativistic
dispersion relation (p = 2⇡

L n). The dashed, dashed-dotted lines indicate Q2
 0.6GeV2, Q2



1.0GeV2, respectively.
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FIG. 4. Dependence of the summed ratios for the electric (left) and magnetic (right) e↵ective form
factors on the source-sink separation Eq. (15). Data is shown for the first non-zero momentum on
D200, i.e. Q2 = 0.089GeV2, together with a linear fit using Eq. (16).

value of the momentum q2, the gap �(q2) and the terms proportional to ⇢ are universal,
and we therefore proceed by fitting the electric and magnetic e↵ective form factors simul-
taneously. The fits are performed up to a maximum transfer momentum of about 1GeV2.
The fits to the e↵ective form factors are stabilized using Gaussian priors for � and ⇢ (see
Appendix B), whose central values are set to the results of the fits to the two-point function.
We monitor the impact of our particular choice for the priors on the extracted form factor
values by varying the width of the priors in all fits. To this end we multiply the errors of
� and ⇢ by a factor between 1 and 5. The associated fit results are labeled 1x, 2x, . . . ,
5x to reflect their dependence on the prior width. In order for the prior to be e↵ective,
we constrain the width to maximally half the mean value. The idea is to strike a balance
between the statistical accuracy of our extracted values and any potential bias introduced
by the priors. Therefore we choose the final values for the two-state method to come from
the analysis with the maximum prior width that (a) gives values compatible within errors
with all determinations based on a smaller width, and (b) maintains an acceptable error
increase. We made a rather conservative choice for the latter, allowing the error to increase

8
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Multistate fits
• Keep more than ground state terms and fit multiple states

9𝑎L 𝒑 𝑒HM# > (N$HO$)

• Typically for the ratio

• Typically need priors to stabilize the fits or fix the gap
• For the charges there is only one gap at zero momentum

23.04.21
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FIG. 2. Energy levels (left) and overlap factors (right) extracted from the zero-momentum nucleon
two-point function on ensemble D200, for the ground state (blue) and the first excited state (red).
All quantities are given in lattice units.

While the former is (in its simplest incarnation) a straightforward method to apply, the
latter is more involved as one is forced to make specific assumptions and/or parameter
choices, regarding e.g. fit windows, at various steps of the analysis. In this section we give
details on our implementation of the two respective methods and discuss how errors related
to methodology are incorporated in the final results. The form factor values obtained with
both methods are collected in Appendix A for all ensembles.

For the two-state fits of the e↵ective form factors, we use priors obtained from an analysis
of the two point functions. We fit the two-point function with the ansatz

C2(t,p) = c0(p
2)e�E0(p2

)t + c1(p
2)e�E1(p2

)t, (12)

and extract the energy gap between ground (E0) and first excited state (E1), as well as the
ratio of the respective overlaps, i.e. �(p2) = E1(p2) � E0(p2) and ⇢(p2) = c1(p2)/c0(p2).
In practice, the gaps and ratios depend on the choice of fit ranges in time, especially the
starting timeslice. We therefore repeat the fits for di↵erent starting timeslices and obtain
our best estimate as a weighted average over the region where the results have stabilized
(see Fig. 2).

For the nonlinear exponential fits we use the VarPro method [84], which only needs
initial guesses for the energy levels. Monitoring the ground state energy, we find that the
extraction works well for all ensembles for momenta up to 1 GeV2, see Fig. 3. The results,
which are used in the subsequent analysis, are given in Appendix B for all ensembles.

For the asymptotic limit of the ratio in Eq. (1) we obtain

Ras(t, ts, Q
2) = r00

n
1 +

⇢(q2)

2

⇥
e��(q2

)(ts�t)
� e��(q2

)ts
⇤
+

⇢(0)

2

⇥
e��(0) t

� e��(0) ts
⇤o

+ r01e
��(q2

) t + r10e
��(0) (ts�t) + r11e

��(q2
) te��(0) (ts�t) + . . . , (13)

where r00 is proportional to the ground state matrix element2 GE/M(Q2), and the last two
terms in the first line come from the expansion of the two-point functions in Eq.(1). For each

2 Note that r01, r10 and r11, even though the indexing might suggest otherwise, are not directly proportional

to the matrix element of the current. The ellipsis denotes terms with at least one exponential from the 2-

and 3-point functions and further terms from the excitation spectrum.

7
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Some Results

23.04.21



www.hi-jena.de
www.hi-mainz.de

Isovector Nucleon Charges from lattice
• Isovector → only connected contributions
• Extract charges from ratio

𝑅]!,…,]#
𝒪 𝑡@, 𝑡, 𝑡E =

_%!,…,%#
𝒪,)*+ (𝒒aS,b,,b-,b)
_"*+(𝒒aS,b,Hb-)

• Not only charges but higher-dim. Ops
• Several source sink separations

|𝑡@ − 𝑡E| ≤ 1.5 𝑓𝑚

See: T.Harris et al., Phys.Rev.D 100 (2019) 3, 034513

23.04.21

Introduction Setup Excited states CCF extrapolation Results

Computation of two- and three-point functions

We use the truncated solver method:

ÈOÍ = È
1

NLP

NLPÿ

i=1

O
LP
n Í+ ÈObiasÍ , Obias =

1
NHP

NHPÿ

i=1

(OHP
n ≠ O

LP
n ) .

Comput.Phys.Commun. 181 (2010) 1570-1583
Phys.Rev. D91 (2015) no.11, 114511

Typically, per configuration:

NHP = 1 high-precision inversion(s)

NLP = 16...48 low-precision inversions

æ Gain of factor 2-3 in compute time

For 3pt functions we use sequential inversions
through the sink, setting pÕ = 0.

Isovector matrix elements require only

quark-connected 3pt functions

For isoscalar matrix elements we work on adding
disconnected diagrams

N(p′, tf) N̄(p, ti)

Oµν...(q, t)

q = p′ − p = −p

2/17
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Isovector Nucleon Charges from lattice
• Excited state is the same in all 

channels
• Do not fix gap but fit 

simultaneously for all charges
• In total 6 charges

• On the right example of such 
a fit on N203

23.04.21
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Figure 3: Overview of results for gu�d
A , gu�d

T and hxiu�d from summation method and simultaneous fits on
ensemble N203. Left column: linear fits with error bands for summation method as given in Eq. (30). Right
column: renormalized lattice data for all values of tsep/a together with results from summation method and
simultaneous fits. Note that the simultaneous fits use data for all six observables, while in the case of the
summation method separate fits were performed for each observable.

In general, there is no obvious global trend in any of the observed deviations between summation method
and simultaneous fits. However, it appears that there is typically a larger spread in the results from the
summation method. This is still true even for the twist-2 operator insertions for which the relative statistical
precision is more similar to that of the simultaneous fits than in the case of local operator insertions. However,
this behavior is more or less expected because the summation method only uses data for a given observable
while the two-state fits are stabilized by fitting all matrix elements simultaneously. This is another important
reason why the simultaneous multi-state fits are our preferred method to deal with excited-state contamination.
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� a/fm t0/a2

3.40 0.08636(98)(40) 2.860(11)(03)
3.46 0.07634(92)(31) 3.659(16)(03)
3.55 0.06426(74)(17) 5.164(18)(03)
3.70 0.04981(56)(10) 8.595(29)(02)

Table 2: Values of the lattice spacing a and t0/a2 for each value of � used in this study. Values are taken from
Ref. [40]. The first error is statistical, second one systematic.

are chosen such that M⇡L & 4, with the exception of the S201 ensemble which has been included to enable
a direct test of finite-size e↵ects. Values for the pion mass have been (re-)measured for most ensembles on
the same set of gauge configurations that has been used in the calculation of nucleon matrix elements, hence
they may slightly di↵er from the values originally published in Ref. [36]. The only exception are ensembles
H102 and H105 at the coarsest lattice spacing, for which we employ the values from Ref. [36]. However, the
precision of the values on the pion mass is in any case not yet relevant to the present study.

In Table 2 we list the values of the lattice spacing, corresponding to the four values of � in Tab. 1, together
with values for the gradient flow scale t0/a2 introduced in Ref. [39]. All results in Table 2 are taken from
Ref. [40] and we refer to this publication for further details on the scale-setting procedure. In order to set the
scale in our study the physical value of t0 is required, which has also been determined in Ref. [40]

p
8t0,phys = 0.415(4)stat(2)sys fm , (1)

through the physical quantity f⇡K = 2
3 (fK + 1

2f⇡) employing Particle Data Group values for the pion and
kaon decay constant f⇡ = 130.4(2)MeV and fK = 156.2(7)MeV [41].

2.2 Operators and matrix elements

In this study we aim at computing isovector axial, scalar and tensor charges that are related to the following
local dimension-three operators

O
A
µ (x) = q̄(x)�µ�5q(x) , O

S(x) = q̄(x)q(x) , O
T
µ⌫(x) = q̄(x)�µ⌫q(x) . (2)

Additionally, we are interested in forward matrix elements of twist-2, dimension-four operators

O
vD
µ⌫ = q̄�{µ

$
D ⌫} q , O

aD
µ⌫ = q̄�{µ �5

$
D ⌫} q , O

tD
µ⌫⇢ = q̄�[µ{⌫ ]

$
D ⇢} q , (3)

where {...} indicates symmetrization over indices with subtraction of the trace and [...] denotes anti-symmetrization.

Dirac matrices are labelled by �µ,5, �µ⌫ = 1
2 [�µ, �⌫ ]. The symmetric derivative

$
D is defined as

$
Dµ=

1
2 (
!
Dµ

�
 
Dµ).

Throughout this study we will work in Euclidean spacetime. Besides, we introduce a compact notation
for which the matrix element of a given operator insertion O

X
µ1...µn

with X 2 {A,S, T, vD, aD, tD} and n
Lorentz indices reads

hN(pf , sf )| O
X
µ1...µn

|N(pi, si)i = ū(pf , sf )W
X
µ1...µn

(Q2)u(pi, si) , (4)

where u(pi, si), ū(pf , sf ) denote Dirac spinors with initial (final) state momentum pi (pf ) and spin si (sf ).
WX

µ1...µn
(Q2) on the right-hand side is an operator-dependent form factor decomposition. For example, for the

axial vector current one has

WA
µ (Q2) = �µ�5GA(Q

2)� i�5
Qµ

2MN
GP (Q

2) , (5)
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4 Chiral, continuum and finite-size extrapolation

Obtaining the final, physical results requires a combined chiral, continuum and finite-size extrapolation to
account for unphysical quark masses and the fact that lattice simulations are performed at finite values of the
lattice spacing and at finite volume. To this end we have tested several fit ansätze guided by chiral perturbation
theory. For any given quantity Q(M⇡, a, L), the fit models used in this study are derived from the following
expression,

Q(M⇡, a, L) = AQ +BQM
2
⇡ + CQM

2
⇡ logM⇡ +DQa

n(Q) + EQ
M2

⇡
p
M⇡L

e�M⇡L , (31)

by an appropriate selection of non-zero fit parameters A, B, C, D and E. We will label fit models by their
corresponding combination of non-zero fit parameters, e.g. “ABD”. The first term on the r.h.s. represents
the observable in the SU(2)F -chiral, continuum and infinite-volume limit, while the second and third term
describe the leading chiral behavior. In the case of the axial charge, the coe�cient CgA of the term containing
the chiral logarithm is known analytically [54, 55],

CgA =
�g̊A

(2⇡f⇡)2
�
1 + 2̊g2A

�
. (32)

The leading continuum behavior is observable dependent, i.e. by default we have n(Q) = 1 for unimproved
observables, while in case of the axial and the scalar charge we assume n(gA) = n(gS) = 2 since additional
counterterms at O(a) do not contribute to the corresponding operators at vanishing momentum transfer. The
last term on the r.h.s of Eq. (31) describes the leading finite-size behavior; see Ref. [56].

As regards the term containing the chiral logarithm, we find that it does not describe our data at all. In the
case of the axial charge, we have tested both possible choices, i.e. including the analytically known coe�cient
in Eq. (32) and leaving it as a free parameter of the fit for model ABCDE. Using the analytical expression we
arrive at an implausibly small value of gu�d

A = 1.143(21)stat. Besides, we observe a large cancellation between
the chiral logarithm and the term ⇠ M2

⇡ for which the coe�cient is otherwise compatible with zero. This
seems to indicate that our data are not really sensitive to the chiral logarithm. Leaving the parameter free
in the fit yields a more plausible result of gu�d

A = 1.275(62)stat, however, with a much larger statistical error.
Moreover, the fitted coe�cient CgA comes out with the wrong sign compared to the analytical expectation in
Eq. (32). This is similar to what has been found in an earlier, two-flavor study in Ref. [9]. As a result we do
not include this term in our final fit model. We remark that excluding data with M⇡ > 300MeV does not
remedy any of these issues: the corresponding results gu�d

A = 1.178(35)stat and gu�d
A = 1.31(15)stat have larger

statistical errors, but the qualitative features remain unchanged. Given that the applicability of baryonic
chiral perturbation theory in the mass range studied here is by no means established, we do not necessarily
expect an ansatz incorporating Eq. (32) to be superior.

4.1 Test of finite-size e↵ects for gu�d
A

In the left column of Figure 4 we show the chiral and continuum behavior for gu�d
A obtained from fitting

model ABD, i.e. without including a finite-size term. The lattice data in the upper and lower panel have been
corrected to vanishing lattice spacing and to physical light quark mass, respectively. The resulting behavior
is very flat in both M2

⇡ and a2. Nevertheless, a significant spread in the data remains around the blue
extrapolation bands. This is reflected by a prohibitively bad value of �2/dof for this fit, i.e. �2/dof ⇡ 4.067.
In particular, there is one outlier that lies far below all other data points. This data point belongs to ensemble
S201 which is the only ensemble with M⇡L ⇡ 3. Since it has been generated with the same input parameters
as N200 apart from the spatial volume, we can perform an explicit finite-size test in this case. With respect
to the continuum extrapolation shown in the lower panel we find

gu�d
A,S201[a=0.06426 fm, M⇡=M⇡,phys] = 1.033(37)stat (33)
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Figure 5: Finite-size extrapolation for gu�d
A . Lattice data have been corrected to the physical value of the pion

mass and the continuum limit using parameters from the fit. Therefore, the corrected data points are highly
correlated.

the individual results for the observables as well as for all quantities that are only �-dependent such as
renormalization factors, t0/a2 and t0,phys. The latter enters the analysis only to fix the physical value of
M⇡ in units of MeV. For the physical pion mass, we use the FLAG value in the isospin limit M⇡,phys =
134.8(3)MeV [57], reflecting the fact that we impose isospin symmetry and neglect electromagnetic e↵ects
in our simulations. The bootstrap procedure allows us to propagate all individual errors and accounts also
for correlations introduced in the fit by �-dependent quantities such as renormalization factors and factors of
t0/a2. In fact, t0/a2 and unimproved renormalization factors are quark-mass independent and hence 100%
correlated at any given �. In case of the quark-mass dependent O(a)-improved values of ZSF

A the correlation of
these values at fixed � remains very large. The systematic errors on renormalization factors, t0/a2 and t0 are
added in quadrature to the respective statistical errors before the resampling such that they are propagated
into the final error estimate as well. Therefore, the resulting errors are not purely statistical, however, the
e↵ects of these systematic uncertainties are very small compared to the actual statistical errors on the final
results.

4.2 Study of systematics related to renormalization

Another potential source of uncertainty concerns the renormalization factors at � = 3.7 determined via the
Rome-Southampton method. As discussed in Sec. 2.4 and in appendix A, the corresponding values have been
obtained from an extrapolation. Moreover, the results for the Z factors do not account for discretization
e↵ects of O(a) proportional to the quark mass. This may introduce residual O(a) artifacts for gu�d

A and gu�d
S

even though no additional counterterms arise involving derivatives of quark bilinears.

Therefore, we have carried out additional tests to further corroborate our results for the CCF extrapolation
of gu�d

A from fit model ABDE, as detailed in Table 8. Since gu�d
A is the statistically most precise observable, it

is also expected to be the most sensitive one with respect to the aforementioned issues. Besides, for the axial
vector current insertion, renormalization factors are available from the Schrödinger functional approach [48]
for all four values of � including the mass-dependent factor in Eq. 21. This allows us to conduct an explicit
consistency check in this case. A graphical overview of the ten variations can be found in Fig. 6.

The first six of these variations all assume that the leading lattice artifacts are of O(a2) in the CCF
fit model ABDE. They can be divided into three subgroups corresponding to the employed renormalization
factors, i.e. the Rome-Southampton method and the Schrödinger functional, where the latter may include the
mass-dependent factor or not. This allows us to test for the agreement of the two renormalization schemes and
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gu�d
A gu�d

S gu�d
T hxiu�d hxi�u��d hxi�u��d

AQ 1.245(28) 1.10(12) 0.961(39) 0.181(27) 0.225(26) 0.218(35)
t�1
0 BQ -6(11) 86(47) 11(11) -2.4(8.7) -10.5(9.0) -16(13)

t
n(Q)

2

0 DQ -0.0063(31) -0.038(13) 0.019(15) 0.008(10) 0.0082(93) 0.018(14)
t�1
0 EQ -398(74) -507(383) -176(91) 61(50) 96(64) 119(82)

Table 9: Fitted parameters for model ABDE obtained from the final CCF fits in units of t0. Errors are
statistical only.

final fit M⇡ < 300MeV � > 3.4 M⇡L � 4
observable �2/dof p �2/dof p �2/dof p �2/dof p

gu�d
A 0.537 0.807 0.524 0.666 0.1934 0.942 0.691 0.630
gu�d
S 1.006 0.424 1.385 0.245 1.0567 0.376 1.149 0.332
gu�d
T 2.539 0.013 1.611 0.185 3.4482 0.008 3.432 0.004
hxiu�d 1.062 0.383 1.118 0.340 0.8753 0.478 1.055 0.377
hxi�u��d 1.555 0.156 1.382 0.246 1.6821 0.151 1.597 0.172
hxi�u��d 1.202 0.301 1.297 0.273 1.1374 0.337 1.266 0.281

Table 10: �2/dof and p-values from fitting CCF model ABDE for all six observables. The first two data
columns contain the values for the final fit including all the data, while the remaining pairs of columns contain
the values for the three variations used to estimate systematics as discussed in the text.

are rather conservative. Nonetheless, we find that that they are typically of similar or smaller size than the
statistical errors, indicating that the final extrapolations are not dominated by systematic e↵ects at the current
level of statistical precision.

Our final results for the local nucleon charges read

gu�d
A = 1.242(25)stat(�06)�(�30)cont(+00)FS , (37)

gu�d
S = 1.13(11)stat(+07)�(�06)cont(�01)FS , (38)

gu�d
T = 0.965(38)stat(�37)�(�17)cont(+13)FS , (39)

while for the lowest moments of the parton distributions we obtain

hxiu�d = 0.180(25)stat(�06)�(+12)cont(+07)FS , (40)

hxi�u��d = 0.221(25)stat(+01)�(+10)cont(+02)FS , (41)

hxi�u��d = 0.212(32)stat(�10)�(+19)cont(+05)FS . (42)

The remaining fitted parameters from the final CCF fit are listed in Table 9. The corresponding �2/dof and
p-values can be found in Table 10, where we have also included the values for the three variations that have
been used to assign the systematic errors. In general, we observe that our data are well described by the fit
model. Only for gu�d

T we observe some tension, which might be related to the chiral extrapolation. This is
the only case for which a cut in M⇡ leads to a significant improvement of the fit. None of the other applied
cuts have an e↵ect on the fit quality, as can be seen from Table 10. However, we cannot exclude that the
behavior observed for gu�d

T is merely a fluctuation in our data. Therefore, we prefer to quote the final result
from fitting the full set of data, which is consistent with the choice for the other observables.
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Figure 43: Lattice results and FLAG averages for the isovector scalar charge gu−d
S for Nf = 2,

2 + 1, and 2 + 1 + 1 flavour calculations. Also shown is a phenomenological result obtained
using the conserved vector current (CVC) relation [929] (circle).

quality criteria for the continuum extrapolation.
The two-flavour calculations in Tab. 63 include ETM 17, which employed twisted mass

fermions on the Iwasaki gauge action81. This work utilized a single physical pion mass ensem-
ble with lattice spacing a ∼ 0.09 fm, and therefore does not meet the criteria for continuum
extrapolation. The RQCD 14 calculation included three lattice spacings down to 0.06 fm and
several pion masses down to near the physical point. While a study of excited state contamina-
tion was performed on some ensembles using multiple source-sink separations, many ensembles
included only a single time separation, so it does not meet the criteria for excited states.

The final FLAG average for gu−d
S is

Nf = 2 + 1 + 1 : gu−d
S = 1.022(80)(60) Ref. [84]. (378)

10.3.3 Results for gu−d
T

Estimates of the isovector tensor charge are currently the most precise of the isovector charges
with values that are stable over time, as can be seen from the compilation given in Tab. 64
and plotted in Fig. 44. This is a consequence of the smaller statistical fluctuations in the
raw data and the very mild dependence on a, Mπ, and the lattice size MπL. As a result, the

81The earlier work, ETM 15D [841], did not give a final value for gu−d
S and is therefore not included in the

tables.

258

Figure 44: Lattice results and FLAG averages for the isovector tensor charge gu−d
T for Nf = 2,

2 + 1, and 2 + 1 + 1 flavour calculations. Also shown are phenomenological results using
measures of transversity [940–944] (circles).

volumes and two pion masses down to the physical point. The more recent work used only the
physical pion mass ensemble. Both works used only a single lattice spacing a ∼ 0.09 fm, and
therefore do not meet the criteria for continuum extrapolation. The early work by RBC 08
with domain wall fermions used three heavy values for the pion mass, and a single value for
the lattice spacing, volume, and source-sink separation, and therefore do not meet many of
the criteria.

The final FLAG average for gu−d
T is

Nf = 2 + 1 + 1 : gu−d
T = 0.989(32)(10) Ref. [84]. (379)

10.4 Flavour Diagonal Charges

Three examples of interactions for which matrix elements of flavour-diagonal operators (qΓq
where Γ defines the Lorentz structure of the bilinear quark operator) are needed are the
neutral current interactions of neutrinos, elastic scattering of electrons off nuclei, and the
scattering of dark matter off nuclei. In addition, these matrix elements also probe intrinsic
properties of nucleons (the spin, the strangeness contribution and the electric dipole moment
of the quarks) as explained below. For brevity, all operators are assumed to be appropriately
renormalized as discussed in Sec. 10.1.3.

The matrix elements of the scalar operator, qq with flavour q, give the rate of change in
the nucleon mass due to nonzero values of the corresponding quark mass. This relationship is
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Isovector Vector FF
• Isovector FF → only connected diagrams
• Recent results from Mainz Lattice Group:

D.Djukanovic et al., 2102.07460

• Comparison of E250 (mc= 130 MeV) to pheno parametrization
Z. Ye, J. Arrington, R. J. Hill, and G. Lee, Phys. Lett. B 777, 8 (2018), 1707.09063.   
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FIG. 5. Comparison of the summation (blue circles) and two-state (red triangles) method for
the priors in Appendix B on ensemble E250. The black band, which corresponds to the param-
eterization of [85], is displayed to enable a first comparison to phenomenology. The continuum
extrapolation of the lattice data is discussed in section V.

a description of the Q2 dependence is necessary. In analogy to [39] we perform two analyses.
In the first analysis we parameterize theQ2 dependence using either a dipole or a z-expansion
ansatz [86] and subsequently perform chiral and continuum extrapolations. In the second
analysis we use covariant Baryon Chiral Perturbation Theory (BChPT) [87–90] to fit the
available form factor data for all ensembles simultaneously. The latter approach combines the
chiral extrapolation and the fit to the Q2 dependence, i.e. without intermediary extraction
of the radii using a separate ansatz of the Q2 behavior for each ensemble. We use the
expressions in [90] as they include vector meson degrees of freedom, e.g. ⇢-mesons, in order
to extend the description of the form factors to larger values of Q2.

For the dipole fits we use the ansatz

Gdipole

E/M (Q2) =
aE/M⇣

1 + Q2

M2

⌘2
, (18)

where aE = 1. The dipole mass and aM are the fit parameters. The dipole fit is performed
separately for the electric and the magnetic form factor, thus the dipole mass is allowed to
be di↵erent for GE and GM. The fits are performed with cuts in Q2 of 0.6 GeV2 and 0.9
GeV2, and the corresponding results are collected in Appendix C.

A model-independent description of the Q2 dependence of GE,M can be obtained by
employing the z-expansion [86]. The form factors may be decomposed as

GE(Q
2) =

1X

k=0

ak z(Q
2)k , (19a)

GM(Q
2) =

1X

k=0

bk z(Q
2)k , (19b)

with

z(Q2) =

p
tcut +Q2 �

p
tcut � t0p

tcut +Q2 +
p
tcut � t0

. (19c)
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Isovector Vector FF-Excited States
• Deal with excited states
– Summation method
– Two-state Fits

• Multistate fits use

𝜌 and Δ come from 𝐶?
and are the same for 𝐺M
and 𝐺d

• Perform simultaneous fit
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FIG. 1. E↵ective form factors for ensemble D200 (upper panel) and E250 (lower panel). In each
panel, the first row corresponds to the smallest non-vanishing momentum in the given ensemble,
i.e. Q2 = 0.089, 0.040GeV2 for D200 and E250, respectively, and the second row corresponds to
Q2

⇠ 0.5GeV2. For the four available source-sink separations ts, the e↵ective form factors are
displayed as a function of the current insertion time t, o↵set to the midpoint between nucleon
source and sink. The curves represent the two-state fits in their respective fit intervals. The gray
band and black data point correspond to the estimate for the ground-state matrix element for the
summation and two-state method, respectively. The data points are displaced for better visibility.
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FIG. 2. Energy levels (left) and overlap factors (right) extracted from the zero-momentum nucleon
two-point function on ensemble D200, for the ground state (blue) and the first excited state (red).
All quantities are given in lattice units.

While the former is (in its simplest incarnation) a straightforward method to apply, the
latter is more involved as one is forced to make specific assumptions and/or parameter
choices, regarding e.g. fit windows, at various steps of the analysis. In this section we give
details on our implementation of the two respective methods and discuss how errors related
to methodology are incorporated in the final results. The form factor values obtained with
both methods are collected in Appendix A for all ensembles.

For the two-state fits of the e↵ective form factors, we use priors obtained from an analysis
of the two point functions. We fit the two-point function with the ansatz

C2(t,p) = c0(p
2)e�E0(p2

)t + c1(p
2)e�E1(p2

)t, (12)

and extract the energy gap between ground (E0) and first excited state (E1), as well as the
ratio of the respective overlaps, i.e. �(p2) = E1(p2) � E0(p2) and ⇢(p2) = c1(p2)/c0(p2).
In practice, the gaps and ratios depend on the choice of fit ranges in time, especially the
starting timeslice. We therefore repeat the fits for di↵erent starting timeslices and obtain
our best estimate as a weighted average over the region where the results have stabilized
(see Fig. 2).

For the nonlinear exponential fits we use the VarPro method [84], which only needs
initial guesses for the energy levels. Monitoring the ground state energy, we find that the
extraction works well for all ensembles for momenta up to 1 GeV2, see Fig. 3. The results,
which are used in the subsequent analysis, are given in Appendix B for all ensembles.

For the asymptotic limit of the ratio in Eq. (1) we obtain

Ras(t, ts, Q
2) = r00

n
1 +

⇢(q2)

2

⇥
e��(q2

)(ts�t)
� e��(q2

)ts
⇤
+

⇢(0)

2

⇥
e��(0) t

� e��(0) ts
⇤o

+ r01e
��(q2

) t + r10e
��(0) (ts�t) + r11e

��(q2
) te��(0) (ts�t) + . . . , (13)

where r00 is proportional to the ground state matrix element2 GE/M(Q2), and the last two
terms in the first line come from the expansion of the two-point functions in Eq.(1). For each

2 Note that r01, r10 and r11, even though the indexing might suggest otherwise, are not directly proportional

to the matrix element of the current. The ellipsis denotes terms with at least one exponential from the 2-

and 3-point functions and further terms from the excitation spectrum.

7
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Isovector Vector FF
• Blue points summation
• Red point two-state fits
• For the 𝑄? dependence
– Use z-expansion 
– Directly fit FF using Chiral EFT
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FIG. 5. Comparison of the summation (blue circles) and two-state (red triangles) method for
the priors in Appendix B on ensemble E250. The black band, which corresponds to the param-
eterization of [85], is displayed to enable a first comparison to phenomenology. The continuum
extrapolation of the lattice data is discussed in section V.

a description of the Q2 dependence is necessary. In analogy to [39] we perform two analyses.
In the first analysis we parameterize theQ2 dependence using either a dipole or a z-expansion
ansatz [86] and subsequently perform chiral and continuum extrapolations. In the second
analysis we use covariant Baryon Chiral Perturbation Theory (BChPT) [87–90] to fit the
available form factor data for all ensembles simultaneously. The latter approach combines the
chiral extrapolation and the fit to the Q2 dependence, i.e. without intermediary extraction
of the radii using a separate ansatz of the Q2 behavior for each ensemble. We use the
expressions in [90] as they include vector meson degrees of freedom, e.g. ⇢-mesons, in order
to extend the description of the form factors to larger values of Q2.

For the dipole fits we use the ansatz

Gdipole

E/M (Q2) =
aE/M⇣

1 + Q2

M2

⌘2
, (18)

where aE = 1. The dipole mass and aM are the fit parameters. The dipole fit is performed
separately for the electric and the magnetic form factor, thus the dipole mass is allowed to
be di↵erent for GE and GM. The fits are performed with cuts in Q2 of 0.6 GeV2 and 0.9
GeV2, and the corresponding results are collected in Appendix C.

A model-independent description of the Q2 dependence of GE,M can be obtained by
employing the z-expansion [86]. The form factors may be decomposed as

GE(Q
2) =

1X

k=0

ak z(Q
2)k , (19a)

GM(Q
2) =

1X

k=0

bk z(Q
2)k , (19b)

with

z(Q2) =

p
tcut +Q2 �

p
tcut � t0p

tcut +Q2 +
p
tcut � t0

. (19c)
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The Bounded z Expansion

I For the proton, QCD constrains the form factors to be analytic in t ⌘ q2
⌘ �Q2 outside of

a time-like cut beginning at tcut = 4m2
⇡ , the two-pion production threshold. Clearly this

presents an issue with convergence for expansions in the variable q2. Hill & Paz (2010)

I Using a conformal map, we obtain a true small-expansion variable z for the physical region:

1 Introduction

The electromagnetic form factors of the nucleon provide basic inputs to precision tests of
the Standard Model. In particular, the root mean square (RMS) proton charge radius as
determined by the form factor slope1 ,

Gp
E(q2) = 1 +

q2

6
�r2

�
p
E + . . . , (1)

is an essential input to hydrogenic bound state calculations [1, 2]. Recent experimental results
suggest a discrepancy between the charge radius inferred from the Lamb shift in muonic
hydrogen [3], rp

E �
�

�r2�
p
E = 0.84184(67) fm, and the CODATA value, rp

E = 0.8768(69) fm,
extracted mainly from (electronic) hydrogen spectroscopy [4]. The charge radius can also be
extracted from elastic electron-proton scattering data. The 2010 edition of the Review of
Particle Physics lists 12 such determinations that span the range of 0.8-0.9 fm [5], most with
quoted uncertainties of 0.01-0.02 fm. These determinations correspond to analyses of di�erent
datasets and di�erent functional forms of Gp

E(q2) that were fit to the data over a period of 50
years.

Extraction of the proton charge radius from scattering data is complicated by the unknown
functional behavior of the form factor. We are faced with the tradeo� between introducing
too many parameters (which limits predictive power) and too few parameters (which biases
the fits). Here we describe a procedure that provides model-independent constraints on the
functional behavior of the form factor. The constraints make use of the known analytic
properties of the form factor, viewed as a function of the complex variable t = q2 = �Q2.

�Q2
max 4m2

�

t z

Figure 1: Conformal mapping of the cut plane to the unit circle.

As illustrated in figure 1, the form factor is analytic outside of a cut at timelike values
of t, [6] beginning at the two-pion production threshold, t � 4m2

�.2 In a restricted region
of physical kinematics accessed experimentally, �Q2

max � t � 0, the distance to singularities
implies the existence of a small expansion parameter. We begin by performing a conformal

1Gp
E is defined in Section 3.1.

2 Here and throughout, m� = 140 MeV denotes the charged pion mass, and mN = 940 MeV is the nucleon
mass.

1

z(t; tcut, t0) =
p

tcut�t�
p

tcut�t0p
tcut�t+

p
tcut�t0

GE =
kmaxX

k=0

ak[z(q2)]k , GM =
kmaxX

k=0

bk[z(q2)]k .

I The physical kinematic region of scattering experiments lies on the negative real line. For a
set of data with a maximum momentum transfer Q2

max, this is represented by the blue line.
I The conformal map has a parameter t0, which is the point in t plane that is mapped to

z(t0) = 0.
I By including other data, such as from ⇡⇡ ! NN̄ or eN scattering, it is possible to move

the tcut to larger values, improving the convergence of the expansion.

Gabriel Lee (Technion) z Expansion and Nucleon Vector Form Factors Sep 1, 2016 4 / 9

4

FIG. 3. Chiral and continuum extrapolation of the electric
and magnetic radius and magnetic moment, using the stan-
dard method of Table II. The vertical line denotes the physical
kaon mass in the isospin limit [41].

contamination, compared to the plateau fits. Neverthe-
less, we include the analysis of the plateau data, for a con-
servative choice of source-sink separation of 1 fm using 5
points around the midpoint, as an estimate for the un-
certainty coming from excited states. In order to further
analyze the kaon mass and lattice spacing dependence, we
use model-independent z-expansion fits [30, 31] to fifth
order to extract the radii and magnetic moment. (We
have explicitly checked that going to a maximum order
of 10 does not change the fit results.) The form factors
can be expanded as

GE/M (Q2) =
5X

k=1/0

aE/M
k z(Q2)k,

z(Q2) =

p
tcut + Q2 �

p
tcutp

tcut + Q2 +
p

tcut

.

(15)

Since the physical ! and � mesons are narrow resonances
and because one cannot easily establish whether or not
they are unstable particles on the analyzed ensembles,
we use 4m2

K for the value of the cut in the z-expansion,
where we use the ensemble kaon mass for mK (see Ta-
ble I). We stabilize the fits using Gaussian priors cen-
tered around zero for all coe�cients with k > 1. To
this end, we first determine the coe�cients a0,1 from a
fit without priors and subsequently use the maximum of
these coe�cients to estimate the width of the priors, i.e.,
ak>1 = 0 ± c ⇥ max{|a0|, |a1|}. We find that for c = 5
the extraction of the radii and the magnetic moment are
stable and lead to consistent results even after applying a
cut of Q2 < 0.5 GeV2. Finally, we estimate the e↵ect of
this choice on the final observables by repeating the anal-
ysis with the prior width doubled. From the z-expansion
fits, we can extract the strange magnetic moment µs, as

well as the electric and magnetic charge radii (r2
E/M )s,

µs = aM
0 , (16)

(r2
E/M )s = �

3

2tcut
aE/M
1 . (17)

We have repeated the analysis in several variations in or-
der to assess systematic errors and subsequently perform
chiral and continuum extrapolations. Since the radii and
magnetic moments are defined at Q2 = 0, we perform the
fits applying a cut of Q2 < 0.5 GeV2 and treat the di↵er-
ence to fitting all of the data as a systematic uncertainty.
This cut also ensures that all ensembles contribute over
the whole range in Q2. In total we thus have four sets
of values for the radii and magnetic moments for every
ensemble, for which we analyze the lattice spacing and
kaon mass dependence.

The analyzed set of ensembles allow for a controlled
chiral and continuum extrapolation of the strange elec-
tromagnetic form factors. In the following, we will inves-
tigate the kaon mass dependence using

(r2
E)s(mK) = c1 + c2 log(mK) + c̃1a

2 + cL
1

p

Le�mKL,

µs(mK) = c3 + c4mK + c̃2a
2 + cL

2

⇣
mK �

2

L

⌘
e�mKL,

(r2
M )s(mK) =

c5

mK
+ c6 + c̃3a

2 + cL
3

p

Le�mKL, (18)

which is derived from SU(3) heavy baryon chiral pertur-
bation theory (HBChPT) [32], supplemented by terms
describing the dependence on the lattice spacing a and
the finite volume. (Note that the CLS ensembles fol-
low the trMq = constant trajectory, and so the kaon
mass and the pion mass are therefore not varied indepen-
dently.) Since the finite-volume dependence originates
exclusively from kaon loops, we substitute the pion mass
in the relevant expression for the magnetic moment [33]
by the mass of the kaon. For a detailed discussion of the
finite-volume dependence, we refer to the Supplemental
Material [28]. For the radii, we use the model-dependent
ansatz of [34, 35], assuming the finite-volume dependence
to be same as for the pion form factor calculated in [36],
again replacing the pion with the kaon mass. Since our
data for the magnetic radius do not show the divergent
behavior expected from HBChPT (see Fig. 3), we amend
the expressions from [32] by the term c6. While this can-
cellation of higher order terms was already found in Ref.
[37], we note that the convergence of HBChPT, the rate
of which strongly depends on the observable, is, in gen-
eral, not easily established.

For each of the variations of the z-expansion fit in the
previous section, we analyze the chiral behavior sepa-
rately. The chirally extrapolated values for the standard
fit procedure and the variations of the z-expansion fits
performed to assess systematic uncertainties are given in
Table II. We treat the di↵erence of the central values for
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Isovector Vector FF
• Conventional analysis
• Z-expansion (blue points) and

subsequent chiral extrapolation
using HBChPT (blue band)

• Red points = PDG
• Green point =  Mainz/A1 only
• Grey band = Determination from

direct fit using Chiral EFT

23.04.21

0.02 0.04 0.06 0.08 0.10 0.12
2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

µ

0.02 0.04 0.06 0.08 0.10 0.12
2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

µ

0.02 0.04 0.06 0.08 0.10 0.12
0.0

0.2

0.4

0.6

0.8

1.0

h
r2 M

i
[f
m

2
]

0.02 0.04 0.06 0.08 0.10 0.12
0.0

0.2

0.4

0.6

0.8

1.0

h
r2 M

i
[f
m

2
]

0.02 0.04 0.06 0.08 0.10 0.12

M2
⇡ [GeV2]

0.4

0.5

0.6

0.7

0.8

0.9

1.0

h
r2 E

i
[f
m

2
]

0.02 0.04 0.06 0.08 0.10 0.12

M2
⇡ [GeV2]

0.4

0.5

0.6

0.7

0.8

0.9

1.0

h
r2 E

i
[f
m

2
]

FIG. 8. HBChPT fits to the radii and the magnetic moment, extracted via the z-expansion of
the Sachs form factors determined with the summation (left panel) and two-state method (right
panel), with Q2

 0.9GeV2 and M⇡  0.28GeV. Red points correspond to PDG values [96] for µ
and hr2

E
i. For hr2

M
i we show the result of a reanalysis of available world data from Ref. [92], either

based exclusively on the Mainz/A1 measurement [7] (green diamond) or excluding it from world
data (red diamond). The gray bar depicts our final result of the model-averaged covariant BChPT
analysis, where the width indicates statistical error, and the black bar includes systematic e↵ects.

B. Direct BChPT fits

As an alternative to the intermediate determination of the Q2 dependence via z-expansion
or dipole fits, we perform direct fits of the covariant BChPT expressions of [90] to our form
factor data. In this way we obtain a combined description of the Q2 and the M⇡ dependence.
The fit depends linearly on the four LECs d6, c̃6, dx and G⇢ [90]. It turns out that an
important advantage of this approach to extracting the electromagnetic radii compared to
the combined z-expansion and HBChPT analysis is its stability against considerably lowering
the momentum cuts applied.

For the direct fits we obtain results for various momentum cuts between Q2
 0.3GeV2

and Q2
 0.6GeV2 for both the summation method and the two-state method. We perform
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Isovector FF – Direct method
• Instead of intermediate z-

expansion directly fit Chiral
EFT expression of
T. Bauer, J. C. Bernauer, and S. Scherer, Phys. Rev. 
C86, 065206 (2012), 

• Expressions include explicit 
vector degrees (𝜌-meson) of
freedom

• Improved description for
larger 𝑄?
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FIG. 9. The summation-method data points for the Sachs form factors, and the blue band describ-
ing the corresponding direct covariant BChPT fit with momentum cut Q2

 0.4GeV2, pion mass
cut 0.28 GeV and without lattice artifacts. The data point for GM(0) is obtained from a linear
fit to the ratio of GM and GE and is not used in the direct covariant ChPT fit. The fit depends
linearly on the four LECs d6, c̃6, dx and G⇢ (c.f. [39]).
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Isovector FF
• The following systematics are included in the final result

• As a check include lattice artefacts multiplicatively

• Variations to assess systematics
– Summation vs Two-state data as input
– Include 𝑎$ or 𝑒%&!' term
– Pion mass cuts
– 𝑄$cuts
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the fits with and without terms parameterizing the lattice spacing and/or finite volume
dependence,

GE(Q
2) = GE(Q

2)� + a2Q2Ga
E
+Q2GL

E
e�M⇡L,

GM(Q
2) = GM(Q

2)� + a2Ga
M
+ LM⇡

⇣
1�

2

M⇡L

⌘
e�M⇡L +Q2GL

M
e�M⇡L. (24)

Fits leaving L as a free parameter are unstable, and we therefore fix L to the value from
HBChPT [95] 7, i.e.

L = �
MNg2A
2⇡F 2

⇡

. (25)

As a cross-check, we perform fits where the lattice artifacts enter multiplicatively, i.e.

GE(Q
2) = GE(Q

2)�
�
1 + a2Q2Ga

E
+Q2GL

E
e�M⇡L

�
,

GM(Q
2) = GM(Q

2)�
�
1 + a2Ga

M
+Q2GL

M
e�M⇡L

�
+ LM⇡

⇣
1�

2

M⇡L

⌘
e�M⇡L . (26)

In total we have six models, i.e. without any lattice artifact and either including dis-
cretization or finite volume e↵ects, for the additive parameterization of Eq. (24) or the
multiplicative one of Eq. (26), respectively.

Within our statistical errors, discretization and finite-volume e↵ects are hardly significant,
implying that for most cuts the corresponding coe�cients are compatible with zero8. We
perform simultaneous correlated fits of GE(Q2) and GM(Q2) for each model with the given
data set and cuts applied for every ensemble. The errors for the fit parameters are estimated
using derivatives of the �2 function. The direct method leads to more stable results in
comparison to the two-step procedure in which fits to the z-expansion are performed first,
followed by the chiral and continuum extrapolations using HBChPT. While the two methods
give consistent results, the direct method has smaller errors, especially for the magnetic form
factor (see Fig. 8). Moreover, direct fits allow for more stringent cuts in the momentum
transfer, and the analysis is more driven by data in the low Q2 region, where the radii
and magnetic moment are defined. Finally, the influence of priors for the z-expansion is
eliminated in the direct fits. For these reasons we restrict the following presentation of the
final results to the direct method, however noting that the same procedure applied to the
HBChPT extractions give consistent results, albeit with larger errors.

The quality of the direct covariant BChPT description is illustrated in Fig. 9, where
we present a typical fit to the extracted form factors for summation data, corresponding
to the model without lattice artifacts or finite-volume corrections. The data is described
rather well over the fit range in Q2 for all ensembles, already suggesting that, within our
statistical accuracy, lattice artifacts are not discernible. Additionally, Fig. 9 illustrates the
very di↵erent density of low-Q2 data points for each ensemble. For the magnetic moment,
most recent lattice determinations [30, 35, 82, 97] lie below the experimental value. For
our most chiral ensemble, E250, we observe (top right panel of Fig. 9) that the direct
fit lies somewhat above the data points for the magnetic form factor, while still being

7 Note that in Ref. [95] f is used instead of F⇡ and that we are using the expression for the isovector

magnetic moment.
8 Similar to the HBChPT fits we find simultaneous fits of finite volume and lattice spacing dependence are

not stable for all applied cuts and we do not include them in our final estimate.
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transfer, and the analysis is more driven by data in the low Q2 region, where the radii
and magnetic moment are defined. Finally, the influence of priors for the z-expansion is
eliminated in the direct fits. For these reasons we restrict the following presentation of the
final results to the direct method, however noting that the same procedure applied to the
HBChPT extractions give consistent results, albeit with larger errors.

The quality of the direct covariant BChPT description is illustrated in Fig. 9, where
we present a typical fit to the extracted form factors for summation data, corresponding
to the model without lattice artifacts or finite-volume corrections. The data is described
rather well over the fit range in Q2 for all ensembles, already suggesting that, within our
statistical accuracy, lattice artifacts are not discernible. Additionally, Fig. 9 illustrates the
very di↵erent density of low-Q2 data points for each ensemble. For the magnetic moment,
most recent lattice determinations [30, 35, 82, 97] lie below the experimental value. For
our most chiral ensemble, E250, we observe (top right panel of Fig. 9) that the direct
fit lies somewhat above the data points for the magnetic form factor, while still being

7 Note that in Ref. [95] f is used instead of F⇡ and that we are using the expression for the isovector
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FIG. 12. Comparison of our best estimate (downward-pointing triangle) for the isovector quantities
µ, hrEi, hrMi to other lattice calculations, i.e. PNDME [82] (circle), ETMC [30, 97] (diamond),
PACS [35] (upward-pointing triangle), LHPC [102] (square). The phenomenological value for µ is
derived form the PDG values [96]. The two data points for hrEi are derived from CODATA 2018
(cross) or Mainz/A1 [7] (square) values for the proton electric charge radius, respectively, while
the values for the neutron are taken from [96] for both. The two data points for hrMi depict the
values inferred from the proton results taken from the reanalysis of [92] including only data from
[7] (square) or excluding the Mainz/A1 data set from the analysis (cross), while taking the values
for the neutron magnetic radius from PDG [96] for both. For ease of comparison, the blue band
represents our final result with the full uncertainty, with the light band indicating the statistical
error.

extrapolations of the ratio of the isovector form factors, are used to stabilize the description.
We note that the direct approach, in this sense, has less freedom and by itself allows for
considerably less variation in the form factors at low Q2 (see Fig. 9). We believe this to be
responsible, in large part, for the small errors we find in the isovector magnetic radius.

VI. CONCLUSIONS

We have calculated the isovector electromagnetic form factors of the nucleon in lattice
QCD with dynamical up, down and strange quarks. The electromagnetic radii and the
magnetic moment have been extracted accounting for systematic e↵ects due to excited states,
finite volume and non-zero lattice spacing. Our final estimates are listed in Eq. (30), with a
detailed systematic error budget given in Eq. (31).

As an important benchmark, we reproduced the experimental value of the magnetic
moment with an overall precision of 3.6%. The precision of the present calculation is signifi-
cantly higher than that of our earlier study in two-flavor QCD [39], especially concerning the
magnetic properties. For the isovector electric charge radius, our result is in good agreement
with the phenomenological estimate inferred from the 2018 CODATA recommended value of
the proton radius9. By contrast, after adding all errors in quadrature, we find a 2.4 � tension
with the result from ep-scattering [7]. For the isovector magnetic radius, on the other hand,

9 The central value for the latter is very close, in comparison to its uncertainty of 2.3 ‰, to that extracted

from muonic hydrogen [9], which is yet 4.9 times more precise.
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our result agrees well with the value inferred from the ep-scattering based determination [7],
and exhibits a sizeable tension with the other collected world data [92]. For ease of com-
parison, we translate our estimate for the isovector hr2

E
i into a result for the proton radius

with the help of the experimental determination of the (squared) neutron charge radius,
hr2

n
i = �0.1161(22) fm2 [96]. After combining all errors we obtain hr2

p
i
1/2 = 0.827(20) fm,

where the error is completely dominated by the uncertainties of the lattice calculation.
Our analysis shows that in order to significantly improve on the error for the radii and the

magnetic moment, more points at smaller Q2, i.e. at large volumes and at physical pion mass
are necessary. We plan to extend our analysis to such ensembles as they become available.
A promising strategy to further stabilize multi-state fits of the three-point functions would
be to perform a dedicated study of the excitation spectrum. Moreover, an analysis of the
excited-state contributions in chiral e↵ective theory, as has been done for the axial form
factor [103], and the expression for the finite volume dependence, would be highly desirable
to improve the assessment of the related systematic errors.
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�i only a↵ects the statistical error but not the systematic one, we can further separate the
statistical and systematic errors, c.f. [101].

In our previous work based on Nf = 2 ensembles [39], we used the spread in the central
values as an estimate of systematic errors. While this procedure is robust, it is also very
conservative and susceptible to overestimating the true error due to systematics. Therefore,
in order to not be overly conservative and still be able to incorporate systematic errors in a
robust way, we adopt the above model averaging procedure using AIC weights and obtain
as our final results

 = 3.71± 0.11± 0.13,

hr2
E
i = 0.800± 0.025± 0.022 fm2,

hr2
M
i = 0.661± 0.030± 0.011 fm2 ,

(30)

where the first and second errors refer to statistical uncertainty and the total systematic
error, respectively.

One may even proceed further and estimate the individual contributions for every varia-
tion to the total systematic error. That is achieved by building the CDF in Eq. (27) not over
all variations but rather first iterating over a particular feature, e.g. a momentum cut, and
performing the analysis for every variant of that feature separately. From this we then build
a secondary CDF like Eq. (27) and extract the variation-specific systematic error. Repeating
this analysis for all variations we obtain the following systematic error budget,

� = 0.11exc ± 0.03artifacts ± 0.04Q2 ± 0.02m⇡ ± 0.02method(= 0.13),

�hr2
E
i = 0.017exc ± 0.008artifacts ± 0.007Q2 ± 0.001m⇡ ± 0.008method fm

2(= 0.022 fm2),

�hr2
M
i = 0.006exc ± 0.007artifacts ± 0.005Q2 ± 0.005m⇡ ± 0.005method fm

2(= 0.012 fm2).

(31)

We note that, due to correlations, the individual terms added in quadrature (as indicated on
each line by the number in brackets) need not exactly reproduce the total error of Eq. (30).
For the magnetic moment and the electric radius, the dominant source of systematic error
remains the excited state contribution, while for the magnetic radius all systematic e↵ects
considered here have comparable size. Moreover, in the current analysis the magnetic radius
is least a↵ected by systematic errors.

In Fig. 12 we compare our work to recent lattice determinations and to the phenomeno-
logical values for the isovector magnetic moment and the isovector electromagnetic radii.
While we postpone the comparison of our results with phenomenological determinations of
the radii to section VI, we remark that our value for the magnetic moment is in good agree-
ment with the experimentally precisely known di↵erence of proton and neutron magnetic
moments. As for the comparison with other lattice calculations, we note that our estimate is
compatible with the determinations from [97, 102], while there is a sizeable di↵erence to the
values from [30, 35, 82]. We stress that the di↵erence is not related to the issue of preferring
direct fits to the form factor data over the more conventional route via the z-expansion, as
the latter shows a trend to higher values for the radius for our data. Our error estimates for
the statistical and systematic errors are comparable in size with the other lattice determina-
tions. For the isovector magnetic moment we see good agreement with phenomenology and
[35, 102]. We note that the missing data point for Q2 = 0 complicates the extraction of the
low-Q2 observables in most recent lattice determinations. Especially the z-expansion fits,
at least for orders n � 2, tend to overfit the dependence of the form factor at low Q2. In
order to remedy this, either priors are introduced or mock data points at Q2 = 0, e.g. linear

19



www.hi-jena.de
www.hi-mainz.de

Summary – Nucleon FF from the Lattice
• Lattice determination of hadron observables 
→ precision is picking up also for nucleons

• With increase in precision, control of systematics becomes
important (e.g. excited states)

• Have not discussed:
– Individual FF for proton and neutron (disconnected diagrams)
– Axial FF 
– Strangeness in the nucleon
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