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ADDITIONALLY THE SIGN PROBLEM FORBIDS:IT IS NOT POSSIBLE TO CONVEY ALL THE EXCITEMENT AND PROGRESS IN THIS TOPIC IN 30’. 
I’D BE HAPPY TO DELIVER A FEW MESSAGES…

…THIS WILL BE A SOMEWHAT SCATTERED, BUT HOPEFULLY NOT RANDOM, 
REVEIW OF LITERATURE FROM MULTIPLE PERSPECTIVES.*

*Apologies to many whose work will not will be properly covered.
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NP is not short of hard computational 
problems. Quantum simulation may be the 
way forward in some. Much need to be done 
to change the game in comp. NP.

Appropriate DOF need to be identified 
(QCD DOF, nucleonic DOF, macroscopic and 
hydrodynamical DOF?), along with most 
efficient mappings to quantum hardware.

NP problems are different from CM and quantum 
chemistry problems. A lot can still be learned from 
progress in those areas, but new strategies and 
ideas need to be introduced for NP.

Theory-experiment co-development is a key to 
progress. Can NP impact quantum-simulation 
hardware developments?

Over the next decade, we will witness a 
new ecosystem, a quantum-skillful NP 
workforce, and unprecedented 
interdisciplinary collaborations.

IT IS NOT POSSIBLE TO CONVEY ALL THE EXCITEMENT AND PROGRESS IN THIS TOPIC IN 30’. 
I’D BE HAPPY TO DELIVER A FEW MESSAGES…

Can we discover deeper connections in 
nuclear phenomenology by quantum-
information tools? Can prototypes 
provide insight?

One should leverage both analog and digital 
simulations. Hybrid analog-digital protocols may 
reduce time to solution in near term.

Leveraging our classical computing capabilities 
for hybrid classical-quantum simulations. 
Quantum means to develop better classical 
algorithms?
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A NUCLEAR PHYSICS MOTIVATION FOR LEVERAGING QUANTUM TECHNOLOGIES



i) Studies of nuclear isotopes, dense matter, and phase diagram of QCD…
both with lattice QCD and with ab initio nuclear many-body methods.

Source: The Facility for Antiproton and Ion Research (FAIR),GSI, Darmstadt, Germany.

LQCD ! LQCD � iµ
X

f

q̄f�
0qf

Path integral formulation:

e�S[U,q,q̄]

with a complex action:

National Science Foundation/LIGO/
Sonoma State University/A. Simonnet

A NUCLEAR PHYSICS MOTIVATION FOR LEVERAGING QUANTUM TECHNOLOGIES



ii) Real-time dynamics of matter in heavy-ion collisions or after Big Bang…

…and a wealth of dynamical response functions, transport properties, 
hadron distribution functions, and non-equilibrium physics of QCD.

eiS[U,qq̄]

Path integral formulation:

U(t) = e�iHt

Hamiltonian evolution:

A NUCLEAR PHYSICS MOTIVATION FOR LEVERAGING QUANTUM TECHNOLOGIES
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QUANTUM SIMULATION FOR NUCLEAR STRUCTURE AND REACTION: EXAMPLE I

Dynamical response functions needed for 
v-nucleus cross sections

Roggero, Gu, Baroni, Papenbrock, 
arXiv:2009.13485 [quant-ph]

Exact

⌫ ?

A quantum computation of response 
function in Fermi-Hubbard model

Roggero, Carlson, Phys. Rev. C 100, 034610 (2019)

A toy model of thermal 
neutron-proton capture…

with quantum algorithms…

See also: Lamm, Lawrence, Yamauchi, Phys. Rev. R 2, 013272 (2020), and Mueller, Tarasov, Venugopalan, Phys. 
Rev. D 102, 016007 (2020) for computing structure functions in field theories with quantum algorithms.

O = m · ⇠
Magnetic 
moment

Photon 
polarization

Excitation operator



QUANTUM SIMULATION FOR NUCLEAR ASTROPHYSICS: EXAMPLE II

J. Carlson and many others.

Collective neutrino oscillations are relevant 
for core-collapse supernova and neutron-star 
merger studies…an extremely hard quantum 
many-body problem to solve.

Hilbert space size is reduced from 2^N to 
2N in a mean-field approximation. 
Quantum entanglement measures tell us 
this might not be a good approximation.

Would need quantum simulation!
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FIG. 1. Left: Comparison between mean-field and many-body calculations of the z component of the polarization vector,
P
z

(!
N

), for the neutrino with highest frequency !
N

. Shown here are the asymptotic (i.e., at r � R
⌫

) values of P
z

(!
N

),
for systems with various numbers of neutrinos, N , each starting from an initial configuration |⌫

e

, . . . , ⌫
e

i at µ0 = 5!0 [or,
equivalently, at the radius r0 ⇡ 6.6R

⌫

, as per Table I and Eq. (3)]. Notably, for this configuration, the discrepancy between
the mean-field and many-body results grows with increasing N , at least for the small values of N examined here. Right: The
entanglement entropy S(!

N

) of the highest frequency neutrino with the rest of the ensemble [calculated using Eqs. (11)–(14)],
as a function of radius r, for the same set of systems as in the left panel. In mean-field theory this entropy is zero. Here the
asymptotic values of S(!

N

) also grow with N , demonstrating a possible correlation with the discrepancy between many-body
and mean-field results. Note that µ decreases with r—here we use the relationship from Eq. (3), which is borrowed from the
single-angle bulb model [18].

p = 1, . . . , N , where MF and MB denote mean-field and
many-body results, respectively, for the z component of
the polarization vector of the neutrino with frequency
!p = p!0, versus the entanglement entropy for this neu-
trino with the rest of the ensemble in the many-body
calculation. The left panel is for N = 4 neutrinos for all
16 (24) possible initial state configurations with neutri-
nos of definite flavor.3 The right panel is for an N = 8
neutrino system, for a subset of configurations where four
of the neutrinos, placed at either !1, . . . ,!4 or !5, . . . ,!8

are iterated through the same 16 initial configurations
as in the left panel, whereas the remaining ones are all
taken to be in the ⌫e flavor initially. This figure illus-
trates that, whenever a large deviation from mean-field
theory is exhibited, the entanglement entropy tends to be
large. However, the converse is not necessarily true—in
some cases, even when the entanglement entropy is large,
the deviations from mean-field theory can nevertheless be

3 A global inversion of both flavor and the ordering of ! values of
the evolved state results in another solution for a di↵erent initial
configuration, with ~P (!

p

) 7! �~P (!
N�p

). Therefore, each point
appearing in Fig. 2a, in fact, represents the same data for two dif-
ferent initial configurations of overall opposite flavor and reversed
ordering; for example, initial states |⌫

e

⌫
x

⌫
x

⌫
x

i and |⌫
e

⌫
e

⌫
e

⌫
x

i
correspond to the same four data points {S(!

p

),�P
z

(!
p

)} for
p = 1, . . . , 4.

small. The lines drawn in Fig. 2 are of the quantity

�Pz(!p) = 1� P (S(!p)), (18)

where P (S) is the inverse of the function in Eq. (16).
We observe that a substantial number of �Pz(!p) values
cluster around this line, particularly for N = 8. This
alignment could occur, for instance, when Px and Py

components of these vectors are vanishingly small.

VI. ANALYTIC RESULTS FOR A
TWO-NEUTRINO SYSTEM

Before we elaborate further on the results overviewed
in Sec. V, it is instructive to illustrate the example of the
two-neutrino system. This system is simple enough to be
examined analytically, but it nevertheless brings to light
some key features that are generically present in many-
body systems. In Sec. VIA, we describe the adiabatic
evolution of the N = 2 neutrino system starting from
the di↵erent possible initial conditions, and in Sec. VIB,
for comparison, we present the mean-field evolution equa-
tions for the same system.

Single-angle but non-mean field approx.

Vacuum and forward vv interaction Hamiltonian:

2

interactions and represent a many-body problem.
In this work we focus on quantifying the entanglement

that can develop in a many-body neutrino system as de-
scribed by our toy model. For this purpose, we calculate
the time evolution of the entanglement entropy of the dif-
ferent neutrinos in systems with varying sizes and initial
configurations. Since entanglement is absent in mean-
field treatments, an entanglement measure can serve as
a quantifier for the extent to which many-body systems
can deviate from the mean-field approximation. Indeed,
we observe that the entropy of entanglement appears to
be correlated with the magnitude of the di↵erences in
the flavor evolution between many-body and mean-field
results, with significant deviations from the mean field
observed in some cases.

In our analysis we consider adiabatic evolution of the
many-neutrino system, with at most one neutrino in each
energy bin, in the single-angle approximation. The equa-
tions defining the model that we study are presented
in Sec. II. Adiabatic eigenvalues and eigenstates of this
many-neutrino Hamiltonian are obtained [42, 72, 73] us-
ing the Richardson-Gaudin algebraic approach [20, 84,
85]. This solution is outlined briefly in Sec. III. In Sec. IV
we define the entanglement measures that we have used
in our analysis. Section V presents an overview of the
main results, in particular the relationship between en-
tanglement entropy and the deviation of the many-body
results from their mean-field counterparts, for small-N
systems up to N = 9. Section VI presents the solution
for a two-neutrino system, which can be obtained ana-
lytically. A short summary of the mean-field evolution
equations for two neutrinos is also given. Section VII
contains detailed numerical solutions for the cases where
the number of neutrinos is greater than two. Finally,
Sec. VIII contains a brief discussion of our conclusions. In
Appendix A, we summarize our procedure for obtaining
eigenvalues and eigenvectors of the single-angle neutrino
Hamiltonian, and in Appendix B we explore the valid-
ity of using the adiabatic approximation for evolving the
many-body system.

II. THE NEUTRINO HAMILTONIAN

We consider the evolution of an ensemble of N free-
streaming neutrinos undergoing vacuum and collective
oscillations in two flavors: e and x. We neglect inelastic
collisions between these neutrinos, an approximation that
may not be appropriate under all circumstances [86] but
has the advantage of yielding a more tractable model.
This system is described by the many-body Hamiltonian
[72]

H =
X

p

!p
~B · ~Jp +

X

p,q

µpq
~Jp · ~Jq , (1)

where the vacuum oscillation frequencies are !p =
�m2/2|p| and p are the neutrino momenta. The strength

of collective interactions for each pair of neutrinos is

µpq =

p
2GF

V
(1� cos ✓pq), (2)

obtained from the leading-order e↵ective four-point
Fermi weak interaction diagrams of neutrinos in two fla-
vors; GF is the Fermi coupling constant, V is the volume
in a box quantization, and ✓pq is the angle between the
momenta of interacting neutrinos. The weak isospin vec-
tors ~Jp for each neutrino are defined in terms of creation
and annihilation operators of individual neutrinos in the
mass basis: Jz

p = 1
2 (a

†
1,pa1,p � a†2,pa2,p), J

+
p = a†1,pa2,p,

and J�
p = a†2,pa1,p. Here we define isospins up and down

as corresponding to the neutrino vacuum mass eigen-
states ⌫1 and ⌫2. The vector ~B, which characterizes the
oscillations of the individual neutrinos and plays a role
similar to that of an external magnetic field if the J ’s are
interpreted as spins, takes the value ~B = (0, 0,�1) in the
mass basis. Note that each of the isospin operators and
the vector ~B may also be expressed in the flavor basis,
using a two-flavor mixing angle, ✓, unrelated to the ✓pq

in Eq. (2).
We study the tractable, but nevertheless interesting

problem that is obtained by taking a geometric aver-
age over the angles ✓pq, called the single-angle approx-
imation, which results in a single collective interaction
strength as a function of position or time. For example,
in a spherical neutrino bulb model [18, 21],

µ(r) =
GFp
2V



1�
✓

1� R2
⌫

r2

◆1/2�2

, (3)

where r is the distance from the center of a neutrino
sphere of radius R⌫ . Here we adopt this form of µ(r) for
the rest of our study. At this point, we can replace the
3-vector momenta p with simple indices p = 1, . . . ,M to
label the discrete energy bins in our model. For brevity,
we henceforth also refer to µ(r) as simply µ, except when
the r dependence is relevant for calculations. Thus, our
Hamiltonian reduces to the simpler form

H = �
M
X

p=1

!pJ
z
p + µ ~J · ~J, (4)

where ~J =
PM

p=1
~Jp. This simpler Hamiltonian has sev-

eral conserved quantities that may be helpful to consider,
such as the total z-component isospin Jz =

PM
p=1 J

z
p and

a set of M conserved charges [72]:

hp = �Jz
p + 2µ

M
X

q=1
q 6=p

~Jp · ~Jq
!p � !q

. (5)

Interestingly, the Hamiltonians in Eqs. (4) and (5)
are also of interest in condensed matter physics, e.g.,
Refs. [87–89].
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may not be appropriate under all circumstances [86] but
has the advantage of yielding a more tractable model.
This system is described by the many-body Hamiltonian
[72]

H =
X

p

!p
~B · ~Jp +

X

p,q

µpq
~Jp · ~Jq , (1)

where the vacuum oscillation frequencies are !p =
�m2/2|p| and p are the neutrino momenta. The strength

of collective interactions for each pair of neutrinos is

µpq =

p
2GF

V
(1� cos ✓pq), (2)

obtained from the leading-order e↵ective four-point
Fermi weak interaction diagrams of neutrinos in two fla-
vors; GF is the Fermi coupling constant, V is the volume
in a box quantization, and ✓pq is the angle between the
momenta of interacting neutrinos. The weak isospin vec-
tors ~Jp for each neutrino are defined in terms of creation
and annihilation operators of individual neutrinos in the
mass basis: Jz

p = 1
2 (a

†
1,pa1,p � a†2,pa2,p), J

+
p = a†1,pa2,p,

and J�
p = a†2,pa1,p. Here we define isospins up and down

as corresponding to the neutrino vacuum mass eigen-
states ⌫1 and ⌫2. The vector ~B, which characterizes the
oscillations of the individual neutrinos and plays a role
similar to that of an external magnetic field if the J ’s are
interpreted as spins, takes the value ~B = (0, 0,�1) in the
mass basis. Note that each of the isospin operators and
the vector ~B may also be expressed in the flavor basis,
using a two-flavor mixing angle, ✓, unrelated to the ✓pq

in Eq. (2).
We study the tractable, but nevertheless interesting

problem that is obtained by taking a geometric aver-
age over the angles ✓pq, called the single-angle approx-
imation, which results in a single collective interaction
strength as a function of position or time. For example,
in a spherical neutrino bulb model [18, 21],

µ(r) =
GFp
2V



1�
✓

1� R2
⌫

r2

◆1/2�2

, (3)

where r is the distance from the center of a neutrino
sphere of radius R⌫ . Here we adopt this form of µ(r) for
the rest of our study. At this point, we can replace the
3-vector momenta p with simple indices p = 1, . . . ,M to
label the discrete energy bins in our model. For brevity,
we henceforth also refer to µ(r) as simply µ, except when
the r dependence is relevant for calculations. Thus, our
Hamiltonian reduces to the simpler form

H = �
M
X

p=1

!pJ
z
p + µ ~J · ~J, (4)

where ~J =
PM

p=1
~Jp. This simpler Hamiltonian has sev-

eral conserved quantities that may be helpful to consider,
such as the total z-component isospin Jz =

PM
p=1 J

z
p and

a set of M conserved charges [72]:

hp = �Jz
p + 2µ

M
X

q=1
q 6=p

~Jp · ~Jq
!p � !q

. (5)

Interestingly, the Hamiltonians in Eqs. (4) and (5)
are also of interest in condensed matter physics, e.g.,
Refs. [87–89].

Cervia, Patwardhan, Balantekin, Coppersmith, 
Johnson, Phys. Rev. D 100, 083001 (2019)
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⌫

⌫
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Ongoing work by Baroni, Carlson, Hall, Roggero (2020).
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charge − 1
3 e), while neutrons consist of one u-quark and

two d-quarks. In addition, protons and neutrons con-
tain a fluctuating number of gluons and quark-anti-
quark pairs. The non-Abelian vector potential, Gµ(x) =
ig Ga

µ(x)T a, describing the gluons is constructed from
real-valued fields Ga

µ(x) multiplying the N2 − 1 traceless
Hermitean generators T a of SU(N) — the group of uni-
tary N × N matrices with determinant 1. In the real world
the number of colors is N = 3. For N = 2 the genera-
tors T a = 1

2 σ a are given by the Pauli matrices, while for
N = 3 they are given by the Gell-Mann matrices T a =
1
2 λa. Here g is the strong coupling constant, i.e. the non-
Abelian analog of the elementary electric charge e. The
non-Abelian covariant derivative takes the form

Dµ = ∂µ + Gµ(x) ⇒

Dµi j = ∂µδi j + Gµi j (x) = ∂µδi j + ig Ga
µ(x)T a

i j , (25)

and the gluon field strength tensor is given by

Gµν(x) = ∂µGν(x) − ∂νGµ(x) + [Gµ(x), Gν(x)]. (26)

Unlike photons, which are electrically neutral, gluons
carry color charge. This manifests itself in the non-
Abelian commutator term in Gµν(x), which is absent in
QED. The QCD Lagrangian is invariant under color gauge
transformations &(x) ∈ SU(N) of the quark and gluon
fields

ψ f (x)′ = &(x)ψ f (x) ⇒ ψ f i(x)′ = &i j (x)ψ f j (x),

Gµ(x)′ = &(x)[Gµ(x) + ∂µ]&(x)† ⇒

Gµν(x)′ = &(x)Gµν(x)&(x)†. (27)

It should be pointed out that, unlike Fµν in Abelian gauge
theories, the non-Abelian field strength Gµν is not gauge
invariant. The gluon field couples to the color index i of
the quark field ψ f i(x), but does not distinguish between
quarks of different flavors f , which differ only in their
masses m f .

Quarks and anti-quarks are distinguished by their
baryon numbers B = ± 1

N . In the real world (with N =
3) three quarks form a baryon (e.g. a proton or neu-
tron), while three anti-quarks from an anti-baryon (e.g.
an anti-proton or anti-neutron). Under the global U(1)B

baryon number symmetry the quark fields transform as
ψ f i(x)′ = exp(iα)ψ f i(x), which leaves LQCD invariant. In
the absence of quark masses, i.e. for m f = 0, the QCD
Lagrangian has a global SU(Nf )L × SU(Nf )R chiral sym-
metry acting separately on the left- and right-handed
quark and anti-quark fields. At low temperature, chi-
ral symmetry is spontaneously broken to its vector sub-

group SU(Nf )L=R, known as isospin for Nf = 2. The or-
der parameter for this symmetry breaking is the chiral
condensate ⟨ψψ⟩ = ⟨0|

∑
f,i ψ

f,i
(x)ψ f,i(x)|0⟩. Here |0⟩ is

the QCD vacuum state, the lowest energy eigenstate in
the sector with baryon number B = 0. According to the
Goldstone theorem, the spontaneous breakdown of chi-
ral symmetry gives rise to N2

f − 1 Goldstone bosons — 3
pions in the Nf = 2 case. In the real world, the masses mu

and md of the up and down quarks are small, but non-
zero, which turns the pions into light, but not exactly
massless, pseudo-Goldstone bosons. Besides the pions,
the QCD spectrum contains other mesons (states with
baryon number B = 0 that contain an equal number of
quarks and anti-quarks), as well as baryon resonances
that decay into nucleons (protons or neutrons) and pi-
ons. Most important, the QCD spectrum does not con-
tain states of isolated quarks or gluons, which are instead
permanently confined inside hadrons.

4.2 Lattice QCD

The standard formulation of lattice QCD is due to Wilson.
He represented the gluon field by parallel transporter
N × N unitary matrices Uxy of determinant 1, that take
values in the non-Abelian color gauge group SU(N), and
are associated with the link connecting nearest neigh-
bor lattice sites x and y. While Wilson originally con-
structed the theory in the Lagrangian formulation, it was
soon expressed by Kogut and Susskind in the Hamilto-
nian formulation [96]. In close analogy to lattice QED,
again using staggered fermions, the lattice QCD Hamil-
tonian takes the form

HQCD = −t
∑

⟨xy⟩
sxy

(
ψ†

xUxyψy + ψ†
yU†

xyψx
)
+ m

∑

x

sxψ
†
xψx

+ g 2

2

∑

⟨xy⟩

(
L2

xy + R2
xy

)
− 1

4g 2

∑

!
Tr

(
U! + U†

!
)

.

(28)

Here we are using one “flavor” of staggered fermions with
mass m. Due to fermion doubling, in the continuum limit
this will give rise to multiple fermion species. We have
suppressed the color indices, which in a hopping term
would appear as ψ

†
xUxyψy = ψ i

x
†Ui j

xyψ
j

y . As in the Abelian
case, the plaquette product U! = UwxUxyU†

zyU†
wz repre-

sents the color magnetic field. The color electric field is
described by the flux operators Lxy and Rxy, associated
with the left and right end of the link xy. These non-
Abelian analogs of Exy are operators that take appropri-
ate derivatives with respect to the matrix elements of Uxy.
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charge − 1
3 e), while neutrons consist of one u-quark and

two d-quarks. In addition, protons and neutrons con-
tain a fluctuating number of gluons and quark-anti-
quark pairs. The non-Abelian vector potential, Gµ(x) =
ig Ga

µ(x)T a, describing the gluons is constructed from
real-valued fields Ga

µ(x) multiplying the N2 − 1 traceless
Hermitean generators T a of SU(N) — the group of uni-
tary N × N matrices with determinant 1. In the real world
the number of colors is N = 3. For N = 2 the genera-
tors T a = 1

2 σ a are given by the Pauli matrices, while for
N = 3 they are given by the Gell-Mann matrices T a =
1
2 λa. Here g is the strong coupling constant, i.e. the non-
Abelian analog of the elementary electric charge e. The
non-Abelian covariant derivative takes the form

Dµ = ∂µ + Gµ(x) ⇒

Dµi j = ∂µδi j + Gµi j (x) = ∂µδi j + ig Ga
µ(x)T a

i j , (25)

and the gluon field strength tensor is given by

Gµν(x) = ∂µGν(x) − ∂νGµ(x) + [Gµ(x), Gν(x)]. (26)

Unlike photons, which are electrically neutral, gluons
carry color charge. This manifests itself in the non-
Abelian commutator term in Gµν(x), which is absent in
QED. The QCD Lagrangian is invariant under color gauge
transformations &(x) ∈ SU(N) of the quark and gluon
fields

ψ f (x)′ = &(x)ψ f (x) ⇒ ψ f i(x)′ = &i j (x)ψ f j (x),

Gµ(x)′ = &(x)[Gµ(x) + ∂µ]&(x)† ⇒

Gµν(x)′ = &(x)Gµν(x)&(x)†. (27)

It should be pointed out that, unlike Fµν in Abelian gauge
theories, the non-Abelian field strength Gµν is not gauge
invariant. The gluon field couples to the color index i of
the quark field ψ f i(x), but does not distinguish between
quarks of different flavors f , which differ only in their
masses m f .

Quarks and anti-quarks are distinguished by their
baryon numbers B = ± 1

N . In the real world (with N =
3) three quarks form a baryon (e.g. a proton or neu-
tron), while three anti-quarks from an anti-baryon (e.g.
an anti-proton or anti-neutron). Under the global U(1)B

baryon number symmetry the quark fields transform as
ψ f i(x)′ = exp(iα)ψ f i(x), which leaves LQCD invariant. In
the absence of quark masses, i.e. for m f = 0, the QCD
Lagrangian has a global SU(Nf )L × SU(Nf )R chiral sym-
metry acting separately on the left- and right-handed
quark and anti-quark fields. At low temperature, chi-
ral symmetry is spontaneously broken to its vector sub-

group SU(Nf )L=R, known as isospin for Nf = 2. The or-
der parameter for this symmetry breaking is the chiral
condensate ⟨ψψ⟩ = ⟨0|

∑
f,i ψ

f,i
(x)ψ f,i(x)|0⟩. Here |0⟩ is

the QCD vacuum state, the lowest energy eigenstate in
the sector with baryon number B = 0. According to the
Goldstone theorem, the spontaneous breakdown of chi-
ral symmetry gives rise to N2

f − 1 Goldstone bosons — 3
pions in the Nf = 2 case. In the real world, the masses mu

and md of the up and down quarks are small, but non-
zero, which turns the pions into light, but not exactly
massless, pseudo-Goldstone bosons. Besides the pions,
the QCD spectrum contains other mesons (states with
baryon number B = 0 that contain an equal number of
quarks and anti-quarks), as well as baryon resonances
that decay into nucleons (protons or neutrons) and pi-
ons. Most important, the QCD spectrum does not con-
tain states of isolated quarks or gluons, which are instead
permanently confined inside hadrons.

4.2 Lattice QCD

The standard formulation of lattice QCD is due to Wilson.
He represented the gluon field by parallel transporter
N × N unitary matrices Uxy of determinant 1, that take
values in the non-Abelian color gauge group SU(N), and
are associated with the link connecting nearest neigh-
bor lattice sites x and y. While Wilson originally con-
structed the theory in the Lagrangian formulation, it was
soon expressed by Kogut and Susskind in the Hamilto-
nian formulation [96]. In close analogy to lattice QED,
again using staggered fermions, the lattice QCD Hamil-
tonian takes the form

HQCD = −t
∑

⟨xy⟩
sxy

(
ψ†

xUxyψy + ψ†
yU†

xyψx
)
+ m

∑

x

sxψ
†
xψx

+ g 2

2

∑

⟨xy⟩

(
L2

xy + R2
xy

)
− 1

4g 2

∑

!
Tr

(
U! + U†

!
)

.

(28)

Here we are using one “flavor” of staggered fermions with
mass m. Due to fermion doubling, in the continuum limit
this will give rise to multiple fermion species. We have
suppressed the color indices, which in a hopping term
would appear as ψ

†
xUxyψy = ψ i

x
†Ui j

xyψ
j

y . As in the Abelian
case, the plaquette product U! = UwxUxyU†

zyU†
wz repre-

sents the color magnetic field. The color electric field is
described by the flux operators Lxy and Rxy, associated
with the left and right end of the link xy. These non-
Abelian analogs of Exy are operators that take appropri-
ate derivatives with respect to the matrix elements of Uxy.
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Suppressing the link index xy, the various operators obey
the commutation relations

[La, Lb] = 2i fabc Lc, [Ra, Rb] = 2i fabc Rc,

[La, Rb] = 0, [La, U] = −λaU, [Ra, U] = Uλa. (29)

Operators associated with different links commute
with each other. The Hermitean generators of SU(N)
obey the commutation relation [λa, λb] = 2i fabcλ

c, where
fabc are the structure constants of the SU(N) algebra
and Trλaλb = 2δab. By construction, the Hamiltonian
of Eq. (28) is gauge invariant, i.e. it commutes with
the infinitesimal generators of SU(N) gauge transfor-
mations

Ga
x = ψ i†

x λa
i jψ

j
x +

∑

k

(
La

x,x+k̂ + Ra
x−k̂,x

)
,

[
Ga

x, Gb
y

]
= 2iδxy fabcGc

x. (30)

Again, physical states |$⟩ are gauge invariant and must
obey the Gauss law Ga

x|$⟩ = 0. A general SU(N) gauge
transformation, %x = exp(iαa

xλ
a), is represented by the

unitary transformation V =
∏

x exp(iαa
x Ga

x), which acts
as

ψ ′
x = V †ψxV = %xψx, ψ†

x
′ = V †ψ†

x V = ψ†
x%

†
x,

U′
xy = V †Uxy V = %xUxy%

†
y. (31)

In Wilson’s lattice gauge theory, the commutation re-
lations of Eq. (29) are realized in an infinite-dimensional
Hilbert space per link. In fact, every link is analogous to
a quantum mechanical “particle” moving in the group
space SU(N), with L2

xy + R2
xy representing the corre-

sponding Laplacian.
In an SU(2) gauge theory the various operators can

be represented by harmonic oscillators [97] (also known
as prepotentials) using bosonic creation and annihila-
tion operators ai†

x,±k and ai
x,±k, which carry a color index

i ∈ {1, 2}. The bosonic operators are associated with the
left and right ends of a link and are labeled by a lattice
point x and a link direction ±k, and one can write

La
xy = ai†

x,+σ a
i ja

j
x,+, Ra

xy = ai†
y,−σ a

i ja
j
y,−,

Uxy = 1
Nxy

(
a2†

x,+ a1
x,+

−a1†
x,+ a2

x,+

) (
a1†

y,− a2†
y,−

a2
y,− −a1

y,−

)

= 1
Nxy

(
a2†

x,+a1†
y,− + a1

x,+a2
y,− a2†

x,+a2†
y,− − a1

x,+a1
y,−

−a1†
x,+a1†

y,− + a2
x,+a2

y,− −a1†
x,+a2†

y,− − a2
x,+a1

y,−

)

.

(32)

Here Nxy = ai†
x,+ai

x,+ = ai†
y,−ai

y,− counts the number of
bosons, which is the same at both ends of the link.
The link operator Uxy changes the number of bosons by
two, by either creating or annihilating a boson on each
end of a link. Since the link Hilbert space is infinite-
dimensional, the total number of bosons can be arbi-
trarily large. In SU(3) gauge theory the construction is
much more involved [98]. Instead of two, it involves four
species of colored bosons per link, which span a Hilbert
space that is larger than the one of the gauge theory. In
order to correct for this, the link operators are no longer
constructed as boson bilinears, but as polynomials of a
higher degree. Even then, the commutation relations of
Eq. (29) are satisfied only in the gauge theory subspace of
the bosonic Hilbert space, and it is not obvious how to re-
strict oneself to that subspace. While there are construc-
tions for quantum simulators using SU(2) prepotentials
[74, 75], it is difficult to imagine that the SU(3) prepoten-
tials of [98] can be implemented in ultracold matter.

Up to now, we have defined the theory on a lattice
with non-zero lattice spacing a, whose inverse 1

a serves as
an ultraviolet momentum cut-off. Ultimately, we want to
take the continuum limit a → 0. This is done by properly
adjusting the bare coupling constant g . We may fix the
overall energy scale by putting t = 1. When we set m = 0,
we are in the chiral limit of massless quarks, which will
lead to a massless Goldstone pion. The bare gauge cou-
pling g is then adjusted in order to take the continuum
limit. This can be done by considering any dimension-
ful physical quantity, for example, the nucleon mass. The
nucleon mass Mn = E1 − E0 is the energy difference be-
tween the ground states of HQCD in the baryon number
1 and 0 sectors. Let us consider the nucleon mass in lat-
tice units, i.e. Mna, as a function of g . Due to the prop-
erty of asymptotic freedom, in the g → 0 limit the nu-
cleon mass behaves as Mna ∼ exp(−β0/g 2), where β0 > 0
is the leading coefficient of the QCD β-function. Keeping
the physical quantity Mn fixed and sending g → 0, one
approaches the continuum limit a → 0. We have thus
traded the dimensionless bare coupling constant g for
a dimensionful physical scale — in this case Mn. In this
process of dimensional transmutation, the scale invari-
ance of the QCD Lagrangian in the massless chiral limit is
explicitly broken by the ultraviolet regulator 1

a . It should
be pointed out that massless QCD does not predict the
value of any dimensionful scale like the nucleon mass.
After all, the nucleon mass, e.g. in units of kilograms, re-
lies on a man-made convention, and essentially reduces
to the question how many protons and neutrons were
deposited near Paris, when the kilogram was defined a
long time ago. However, once an overall energy scale,
e.g. Mn, has been picked, QCD predicts the values of
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ig Ga

µ(x)T a, describing the gluons is constructed from
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Hermitean generators T a of SU(N) — the group of uni-
tary N × N matrices with determinant 1. In the real world
the number of colors is N = 3. For N = 2 the genera-
tors T a = 1

2 σ a are given by the Pauli matrices, while for
N = 3 they are given by the Gell-Mann matrices T a =
1
2 λa. Here g is the strong coupling constant, i.e. the non-
Abelian analog of the elementary electric charge e. The
non-Abelian covariant derivative takes the form

Dµ = ∂µ + Gµ(x) ⇒

Dµi j = ∂µδi j + Gµi j (x) = ∂µδi j + ig Ga
µ(x)T a

i j , (25)

and the gluon field strength tensor is given by

Gµν(x) = ∂µGν(x) − ∂νGµ(x) + [Gµ(x), Gν(x)]. (26)

Unlike photons, which are electrically neutral, gluons
carry color charge. This manifests itself in the non-
Abelian commutator term in Gµν(x), which is absent in
QED. The QCD Lagrangian is invariant under color gauge
transformations &(x) ∈ SU(N) of the quark and gluon
fields

ψ f (x)′ = &(x)ψ f (x) ⇒ ψ f i(x)′ = &i j (x)ψ f j (x),

Gµ(x)′ = &(x)[Gµ(x) + ∂µ]&(x)† ⇒

Gµν(x)′ = &(x)Gµν(x)&(x)†. (27)

It should be pointed out that, unlike Fµν in Abelian gauge
theories, the non-Abelian field strength Gµν is not gauge
invariant. The gluon field couples to the color index i of
the quark field ψ f i(x), but does not distinguish between
quarks of different flavors f , which differ only in their
masses m f .

Quarks and anti-quarks are distinguished by their
baryon numbers B = ± 1

N . In the real world (with N =
3) three quarks form a baryon (e.g. a proton or neu-
tron), while three anti-quarks from an anti-baryon (e.g.
an anti-proton or anti-neutron). Under the global U(1)B

baryon number symmetry the quark fields transform as
ψ f i(x)′ = exp(iα)ψ f i(x), which leaves LQCD invariant. In
the absence of quark masses, i.e. for m f = 0, the QCD
Lagrangian has a global SU(Nf )L × SU(Nf )R chiral sym-
metry acting separately on the left- and right-handed
quark and anti-quark fields. At low temperature, chi-
ral symmetry is spontaneously broken to its vector sub-

group SU(Nf )L=R, known as isospin for Nf = 2. The or-
der parameter for this symmetry breaking is the chiral
condensate ⟨ψψ⟩ = ⟨0|

∑
f,i ψ

f,i
(x)ψ f,i(x)|0⟩. Here |0⟩ is

the QCD vacuum state, the lowest energy eigenstate in
the sector with baryon number B = 0. According to the
Goldstone theorem, the spontaneous breakdown of chi-
ral symmetry gives rise to N2

f − 1 Goldstone bosons — 3
pions in the Nf = 2 case. In the real world, the masses mu

and md of the up and down quarks are small, but non-
zero, which turns the pions into light, but not exactly
massless, pseudo-Goldstone bosons. Besides the pions,
the QCD spectrum contains other mesons (states with
baryon number B = 0 that contain an equal number of
quarks and anti-quarks), as well as baryon resonances
that decay into nucleons (protons or neutrons) and pi-
ons. Most important, the QCD spectrum does not con-
tain states of isolated quarks or gluons, which are instead
permanently confined inside hadrons.

4.2 Lattice QCD

The standard formulation of lattice QCD is due to Wilson.
He represented the gluon field by parallel transporter
N × N unitary matrices Uxy of determinant 1, that take
values in the non-Abelian color gauge group SU(N), and
are associated with the link connecting nearest neigh-
bor lattice sites x and y. While Wilson originally con-
structed the theory in the Lagrangian formulation, it was
soon expressed by Kogut and Susskind in the Hamilto-
nian formulation [96]. In close analogy to lattice QED,
again using staggered fermions, the lattice QCD Hamil-
tonian takes the form

HQCD = −t
∑

⟨xy⟩
sxy

(
ψ†

xUxyψy + ψ†
yU†

xyψx
)
+ m

∑

x

sxψ
†
xψx

+ g 2

2

∑

⟨xy⟩

(
L2

xy + R2
xy

)
− 1

4g 2

∑

!
Tr

(
U! + U†

!
)

.

(28)

Here we are using one “flavor” of staggered fermions with
mass m. Due to fermion doubling, in the continuum limit
this will give rise to multiple fermion species. We have
suppressed the color indices, which in a hopping term
would appear as ψ

†
xUxyψy = ψ i

x
†Ui j

xyψ
j

y . As in the Abelian
case, the plaquette product U! = UwxUxyU†

zyU†
wz repre-

sents the color magnetic field. The color electric field is
described by the flux operators Lxy and Rxy, associated
with the left and right end of the link xy. These non-
Abelian analogs of Exy are operators that take appropri-
ate derivatives with respect to the matrix elements of Uxy.
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charge − 1
3 e), while neutrons consist of one u-quark and

two d-quarks. In addition, protons and neutrons con-
tain a fluctuating number of gluons and quark-anti-
quark pairs. The non-Abelian vector potential, Gµ(x) =
ig Ga

µ(x)T a, describing the gluons is constructed from
real-valued fields Ga

µ(x) multiplying the N2 − 1 traceless
Hermitean generators T a of SU(N) — the group of uni-
tary N × N matrices with determinant 1. In the real world
the number of colors is N = 3. For N = 2 the genera-
tors T a = 1

2 σ a are given by the Pauli matrices, while for
N = 3 they are given by the Gell-Mann matrices T a =
1
2 λa. Here g is the strong coupling constant, i.e. the non-
Abelian analog of the elementary electric charge e. The
non-Abelian covariant derivative takes the form

Dµ = ∂µ + Gµ(x) ⇒

Dµi j = ∂µδi j + Gµi j (x) = ∂µδi j + ig Ga
µ(x)T a

i j , (25)

and the gluon field strength tensor is given by

Gµν(x) = ∂µGν(x) − ∂νGµ(x) + [Gµ(x), Gν(x)]. (26)

Unlike photons, which are electrically neutral, gluons
carry color charge. This manifests itself in the non-
Abelian commutator term in Gµν(x), which is absent in
QED. The QCD Lagrangian is invariant under color gauge
transformations &(x) ∈ SU(N) of the quark and gluon
fields

ψ f (x)′ = &(x)ψ f (x) ⇒ ψ f i(x)′ = &i j (x)ψ f j (x),

Gµ(x)′ = &(x)[Gµ(x) + ∂µ]&(x)† ⇒

Gµν(x)′ = &(x)Gµν(x)&(x)†. (27)

It should be pointed out that, unlike Fµν in Abelian gauge
theories, the non-Abelian field strength Gµν is not gauge
invariant. The gluon field couples to the color index i of
the quark field ψ f i(x), but does not distinguish between
quarks of different flavors f , which differ only in their
masses m f .

Quarks and anti-quarks are distinguished by their
baryon numbers B = ± 1

N . In the real world (with N =
3) three quarks form a baryon (e.g. a proton or neu-
tron), while three anti-quarks from an anti-baryon (e.g.
an anti-proton or anti-neutron). Under the global U(1)B

baryon number symmetry the quark fields transform as
ψ f i(x)′ = exp(iα)ψ f i(x), which leaves LQCD invariant. In
the absence of quark masses, i.e. for m f = 0, the QCD
Lagrangian has a global SU(Nf )L × SU(Nf )R chiral sym-
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quark and anti-quark fields. At low temperature, chi-
ral symmetry is spontaneously broken to its vector sub-

group SU(Nf )L=R, known as isospin for Nf = 2. The or-
der parameter for this symmetry breaking is the chiral
condensate ⟨ψψ⟩ = ⟨0|

∑
f,i ψ

f,i
(x)ψ f,i(x)|0⟩. Here |0⟩ is

the QCD vacuum state, the lowest energy eigenstate in
the sector with baryon number B = 0. According to the
Goldstone theorem, the spontaneous breakdown of chi-
ral symmetry gives rise to N2

f − 1 Goldstone bosons — 3
pions in the Nf = 2 case. In the real world, the masses mu

and md of the up and down quarks are small, but non-
zero, which turns the pions into light, but not exactly
massless, pseudo-Goldstone bosons. Besides the pions,
the QCD spectrum contains other mesons (states with
baryon number B = 0 that contain an equal number of
quarks and anti-quarks), as well as baryon resonances
that decay into nucleons (protons or neutrons) and pi-
ons. Most important, the QCD spectrum does not con-
tain states of isolated quarks or gluons, which are instead
permanently confined inside hadrons.

4.2 Lattice QCD

The standard formulation of lattice QCD is due to Wilson.
He represented the gluon field by parallel transporter
N × N unitary matrices Uxy of determinant 1, that take
values in the non-Abelian color gauge group SU(N), and
are associated with the link connecting nearest neigh-
bor lattice sites x and y. While Wilson originally con-
structed the theory in the Lagrangian formulation, it was
soon expressed by Kogut and Susskind in the Hamilto-
nian formulation [96]. In close analogy to lattice QED,
again using staggered fermions, the lattice QCD Hamil-
tonian takes the form

HQCD = −t
∑

⟨xy⟩
sxy

(
ψ†

xUxyψy + ψ†
yU†

xyψx
)
+ m

∑

x

sxψ
†
xψx

+ g 2

2

∑

⟨xy⟩

(
L2

xy + R2
xy

)
− 1

4g 2

∑

!
Tr

(
U! + U†

!
)

.

(28)

Here we are using one “flavor” of staggered fermions with
mass m. Due to fermion doubling, in the continuum limit
this will give rise to multiple fermion species. We have
suppressed the color indices, which in a hopping term
would appear as ψ

†
xUxyψy = ψ i

x
†Ui j

xyψ
j

y . As in the Abelian
case, the plaquette product U! = UwxUxyU†

zyU†
wz repre-

sents the color magnetic field. The color electric field is
described by the flux operators Lxy and Rxy, associated
with the left and right end of the link xy. These non-
Abelian analogs of Exy are operators that take appropri-
ate derivatives with respect to the matrix elements of Uxy.
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Suppressing the link index xy, the various operators obey
the commutation relations

[La, Lb] = 2i fabc Lc, [Ra, Rb] = 2i fabc Rc,

[La, Rb] = 0, [La, U] = −λaU, [Ra, U] = Uλa. (29)

Operators associated with different links commute
with each other. The Hermitean generators of SU(N)
obey the commutation relation [λa, λb] = 2i fabcλ

c, where
fabc are the structure constants of the SU(N) algebra
and Trλaλb = 2δab. By construction, the Hamiltonian
of Eq. (28) is gauge invariant, i.e. it commutes with
the infinitesimal generators of SU(N) gauge transfor-
mations

Ga
x = ψ i†

x λa
i jψ

j
x +

∑

k

(
La

x,x+k̂ + Ra
x−k̂,x

)
,

[
Ga

x, Gb
y

]
= 2iδxy fabcGc

x. (30)

Again, physical states |$⟩ are gauge invariant and must
obey the Gauss law Ga

x|$⟩ = 0. A general SU(N) gauge
transformation, %x = exp(iαa

xλ
a), is represented by the

unitary transformation V =
∏

x exp(iαa
x Ga

x), which acts
as

ψ ′
x = V †ψxV = %xψx, ψ†

x
′ = V †ψ†

x V = ψ†
x%

†
x,

U′
xy = V †Uxy V = %xUxy%

†
y. (31)

In Wilson’s lattice gauge theory, the commutation re-
lations of Eq. (29) are realized in an infinite-dimensional
Hilbert space per link. In fact, every link is analogous to
a quantum mechanical “particle” moving in the group
space SU(N), with L2

xy + R2
xy representing the corre-

sponding Laplacian.
In an SU(2) gauge theory the various operators can

be represented by harmonic oscillators [97] (also known
as prepotentials) using bosonic creation and annihila-
tion operators ai†

x,±k and ai
x,±k, which carry a color index

i ∈ {1, 2}. The bosonic operators are associated with the
left and right ends of a link and are labeled by a lattice
point x and a link direction ±k, and one can write

La
xy = ai†

x,+σ a
i ja

j
x,+, Ra

xy = ai†
y,−σ a

i ja
j
y,−,

Uxy = 1
Nxy

(
a2†

x,+ a1
x,+

−a1†
x,+ a2

x,+

) (
a1†

y,− a2†
y,−

a2
y,− −a1

y,−

)

= 1
Nxy

(
a2†

x,+a1†
y,− + a1

x,+a2
y,− a2†

x,+a2†
y,− − a1

x,+a1
y,−

−a1†
x,+a1†

y,− + a2
x,+a2

y,− −a1†
x,+a2†

y,− − a2
x,+a1

y,−

)

.

(32)

Here Nxy = ai†
x,+ai

x,+ = ai†
y,−ai

y,− counts the number of
bosons, which is the same at both ends of the link.
The link operator Uxy changes the number of bosons by
two, by either creating or annihilating a boson on each
end of a link. Since the link Hilbert space is infinite-
dimensional, the total number of bosons can be arbi-
trarily large. In SU(3) gauge theory the construction is
much more involved [98]. Instead of two, it involves four
species of colored bosons per link, which span a Hilbert
space that is larger than the one of the gauge theory. In
order to correct for this, the link operators are no longer
constructed as boson bilinears, but as polynomials of a
higher degree. Even then, the commutation relations of
Eq. (29) are satisfied only in the gauge theory subspace of
the bosonic Hilbert space, and it is not obvious how to re-
strict oneself to that subspace. While there are construc-
tions for quantum simulators using SU(2) prepotentials
[74, 75], it is difficult to imagine that the SU(3) prepoten-
tials of [98] can be implemented in ultracold matter.

Up to now, we have defined the theory on a lattice
with non-zero lattice spacing a, whose inverse 1

a serves as
an ultraviolet momentum cut-off. Ultimately, we want to
take the continuum limit a → 0. This is done by properly
adjusting the bare coupling constant g . We may fix the
overall energy scale by putting t = 1. When we set m = 0,
we are in the chiral limit of massless quarks, which will
lead to a massless Goldstone pion. The bare gauge cou-
pling g is then adjusted in order to take the continuum
limit. This can be done by considering any dimension-
ful physical quantity, for example, the nucleon mass. The
nucleon mass Mn = E1 − E0 is the energy difference be-
tween the ground states of HQCD in the baryon number
1 and 0 sectors. Let us consider the nucleon mass in lat-
tice units, i.e. Mna, as a function of g . Due to the prop-
erty of asymptotic freedom, in the g → 0 limit the nu-
cleon mass behaves as Mna ∼ exp(−β0/g 2), where β0 > 0
is the leading coefficient of the QCD β-function. Keeping
the physical quantity Mn fixed and sending g → 0, one
approaches the continuum limit a → 0. We have thus
traded the dimensionless bare coupling constant g for
a dimensionful physical scale — in this case Mn. In this
process of dimensional transmutation, the scale invari-
ance of the QCD Lagrangian in the massless chiral limit is
explicitly broken by the ultraviolet regulator 1

a . It should
be pointed out that massless QCD does not predict the
value of any dimensionful scale like the nucleon mass.
After all, the nucleon mass, e.g. in units of kilograms, re-
lies on a man-made convention, and essentially reduces
to the question how many protons and neutrons were
deposited near Paris, when the kilogram was defined a
long time ago. However, once an overall energy scale,
e.g. Mn, has been picked, QCD predicts the values of
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FIG. 6. The number of states in the physical Hilbert space,
Nstates, within the KS (and LSH) formulation with PBC (a)
and OBC (b) is approximated by epN , and the coe�cient of
the lattice size, N , in the exponent is obtained from fits to the
N dependence of Nstates for several values of ⇤. The expo-
nents approach, with an exponential form, a fixed value, and
the empirical fit to this ⇤ dependence obtains the asymptotic
value of p denoted by the horizontal lines in the plots and
shown in the inset boxes. The uncertainty on these values is
estimated by variations in the fit values when each data point
is removed from the set, one at a time, and the remaining
points are refit. The numerical values associated with these
plots are listed in Appendix B.

the plot. Second, as expected, the number of states
grows exponentially with the system size at a fixed
cuto↵, as plotted in Fig. 5-(a). The growth, up
to constant factors and higher order terms in the
exponent, can be approximated by Nstate ⇠ epN .
The coe�cient of N in the exponent approaches a
constant value as a function of cuto↵, as shown in
Fig. 6-(a). This value can be obtained from a fit to
points shown in the plot, as depicted in the figure.
For moderate N values such that the higher-order
terms in the exponent are negligible, this p value
can be used to approximate the number of states
in the physical Hilbert space with PBC as ⇤ ! 1.

. For OBC, the number of states in the physical
Hilbert space grows as a function of ⇤ until it be-
comes a constant for ⇤ � N (⇤ � N +2✏0 for an ar-
bitrary ✏0), as depicted in Fig. 4-(b). The reason for
this behavior is that the J quantum number only
changes (by 1

2 ) from the left to the right side of site
x if the site’s total fermionic occupation number is
equal to one. If the JR value at site x = 0 is set
to ✏0, it can become at most JL = ✏0 + N/2 at the
last site. Increasing the cuto↵ beyond this value
will not change the states present in the physical
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FIG. 7. The number of states in the physical Hilbert space,
Nstates, within the KS (and LSH) formulation with OBC is
approximated by eq⇤, and the coe�cient of the cuto↵ on the
electric-field excitations, ⇤(= 2Jmax), in the exponent is ob-
tained from fits to the ⇤ dependence of Nstates for several val-
ues of N . The exponents approach, with a exponential form,
a fixed value, and the empirical fit to this N dependence ob-
tains the asymptotic value of q denoted by the horizontal line
in the plot and shown in the inset box. The uncertainty on
this value is estimated by variations in the fit values when
each data point is removed from the set, one at a time, and
the remaining points are refit. The numerical values associ-
ated with these plots are listed in Appendix B.

Hilbert space. The growth of the number of states
to this saturation value at a fixed N can be approx-
imated by an exponential form, Nstates ⇠ eq⇤. The
coe�cient of ⇤ in the exponent for various values
of N is plotted in Fig. 7 and is seen to asymptote
to a constant value at large N . The fit to this
asymptotic value is shown in the plot. This value
can be used to approximate the number of states
in the physical Hilbert space for an arbitrary large
N and any ⇤. Similarly, the dependence of the
number of states in the physical Hilbert space on
the lattice size can be approximated by an expo-
nential form, Nstate ⇠ epN , for a fixed cuto↵, and
up to constant factors and higher order terms in
the exponent. The coe�cient of N in the exponent
asymptotes to a constant value at large ⇤, as shown
in Fig. 6-(b).

. The size of the full Hilbert space before implement-
ing physical constraints can be approximated by

N
(full)
states(N, ⇤) =

2

44 ⇥
X

j

(2j + 1)2

3

5
N

, (68)

with PBC, where j = {0, 1
2 , 1, · · · , ⇤

2 }. To com-
pare this with the number of states in the physical
Hilbert space with PBC, one can again write the
lattice-size dependence of the number of states as
epN . The coe�cient of N in this exponent as a
function of ⇤ can be plotted for both the full and
physical Hilbert space, as is shown in Fig. 8. As is
evident, even for small values of the cuto↵, the full
Hilbert space grows much faster with the system’s

SU(2) gauge theory with matter in 1+1D

ZD, Raychowdhury, and Shaw, arXiv:2009.11802 [hep-lat]

QUANTUM SIMULATION OF GAUGE FIELD THEORIES: THEORY DEVELOPMENTS

Hamiltonian formalism maybe more natural than the path integral formalism for quantum 
simulation/computation:



Raychowdhury, Stryker, Phys. 
Rev. D 101, 114502 (2020).

QUANTUM SIMULATION OF GAUGE FIELD THEORIES: THEORY DEVELOPMENTS

Either start from locally gauge-invariant 
building blocks: Loop String Hadron 
framework for SU(2) LGT…

…or try to suppress gauge-symmetry 
violation in the implementation.

See also Stannigel, Hauke, Marcos, Hafezi, Diehl, Dalmonte, Zoller, Phys. Rev. Lett. 112, 120406, Tran, Su, Carney, Taylor 
arXiv:2006.16248 [quant-ph] and Lamm, Lawrence, Yamauchi, arXiv:2005.12688 [quant-ph] for similar symmetry-protection ideas.

Add to the Hamiltonian:

Gauss’s law operator

Halimeh, Lang, Mildenberger, Jiang, Hauke, 
arXiv:2007.00668 [quant-ph]

Incoming  strings

Outgoing  strings

Loops

A point-splitting procedure allows 
generalization to all dimensions.

Building the 
Hilbert space is 
easy and 
efficient as non-
Abelian Gauss’s 
law is solved.



Theory developments

Algorithmic developments

Implementation and benchmark

QUANTUM SIMULATION OF QUANTUM FIELD THEORIES: EXAMPLE III



Klco, Savage, Phys. Rev. A 99, 052335 (2019). Recourse analysis of scalar field theory digitization

JLP: Jordan, Lee, and Preskill, 
Quant. Inf. Comput.14,1014(2014)

See also: Barata , Mueller, 
Tarasov, Venugopalan (2020) 
for a single-particle basis

QUANTUM SIMULATION OF GAUGE FIELD THEORIES: ALGORITHMIC DEVELOPMENTS
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FIG. 17. The quantity �E

0

E

0 ⌘ E

0(⇤)�E

0(⇤=8)
E

0(⇤)
as a function

of ⇤ for various values of x, and for the 1st, 21st, and 283rd
lowest-lying states in the spectrum of the KS Hamiltonian
in the physical Hilbert space with N = 6 and ⌫ = 1 with
PBC. E0(⇤) is the scaled energy corresponding to the scaled
Hamiltonian in Eq. (89). The dashed lines denote the first
⇤ values at which the corresponding scaled energies become
equal or less than 10% of their values at ⇤ = 8 (which are
approximated as the ⇤ ! 1 values). When needed for pre-
sentational clarity, the points are artificially displaced along
the horizontal axis by a small amount. The numerical val-
ues associated with these plots are provided in Supplemental
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in the physical Hilbert space with N = 6 and ⌫ = 1 with
PBC. E0(⇤) is the scaled energy corresponding to the scaled
Hamiltonian in Eq. (89). The asymptotic (x ! 1) values of
the quantity, r, are obtained from the fits to data points in
each case with an exponentially varying function of
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x, and

are denoted in the plots. The colored regions denote the
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values excluded from the fits. The numerical values associated
with these plots are provided in Supplemental Material.
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+
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E2(x) + µ

N3X

n=0

(�1)n †(x) (x), (89)

where x = 1
a2g2 , µ = 2m

g2a , and N1, N2, and N3 are defined
in Sec. II. The limit x ! 0 corresponds to the strong-
coupling limit of the theory, while the limit x ! 1 at a
fixed m

g provides a trajectory in parameter space along
which the continuum limit can be taken. The matrix el-
ements of this Hamiltonian can be formed using the KS
angular-momentum or LSH bases, giving rise to identical
results in the physical sector, which serves as a strong
check of the newly-developed LSH formulation for the
1+1 D case. While e�cient classical simulations such as
those based on tensor networks have enabled studies of
SU(2) lattice gauge theories with a large number (hun-
dreds) of sites [16, 90–92], enabling the continuum limit
of the results to be taken systematically, such considera-
tions are not the focus of this work. Instead, the aim is
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of ⇤ for various values of x, and for the 1st, 21st, and 283rd
lowest-lying states in the spectrum of the KS Hamiltonian
in the physical Hilbert space with N = 6 and ⌫ = 1 with
PBC. E0(⇤) is the scaled energy corresponding to the scaled
Hamiltonian in Eq. (89). The dashed lines denote the first
⇤ values at which the corresponding scaled energies become
equal or less than 10% of their values at ⇤ = 8 (which are
approximated as the ⇤ ! 1 values). When needed for pre-
sentational clarity, the points are artificially displaced along
the horizontal axis by a small amount. The numerical val-
ues associated with these plots are provided in Supplemental
Material.
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in the physical Hilbert space with N = 6 and ⌫ = 1 with
PBC. E0(⇤) is the scaled energy corresponding to the scaled
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each case with an exponentially varying function of
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x, and

are denoted in the plots. The colored regions denote the
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check of the newly-developed LSH formulation for the
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lowest-lying states in the spectrum of the KS Hamiltonian
in the physical Hilbert space with N = 6 and ⌫ = 1 with
PBC. E0(⇤) is the scaled energy corresponding to the scaled
Hamiltonian in Eq. (89). The dashed lines denote the first
⇤ values at which the corresponding scaled energies become
equal or less than 10% of their values at ⇤ = 8 (which are
approximated as the ⇤ ! 1 values). When needed for pre-
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⇤ values at which the corresponding scaled energies become
equal or less than 10% of their values at ⇤ = 8 (which are
approximated as the ⇤ ! 1 values). When needed for pre-
sentational clarity, the points are artificially displaced along
the horizontal axis by a small amount. The numerical val-
ues associated with these plots are provided in Supplemental
Material.
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in the physical Hilbert space with N = 6 and ⌫ = 1 with
PBC. E0(⇤) is the scaled energy corresponding to the scaled
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are denoted in the plots. The colored regions denote the
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values excluded from the fits. The numerical values associated
with these plots are provided in Supplemental Material.

tonian H 0(KS):

H 0(KS) ⌘ 2

ag2
H(KS)

= x

N1X

x=0

⇥
 †(x)U(x) (x + 1) + h.c.

⇤
+

N2X

x=0

E2(x) + µ

N3X

n=0

(�1)n †(x) (x), (89)

where x = 1
a2g2 , µ = 2m

g2a , and N1, N2, and N3 are defined
in Sec. II. The limit x ! 0 corresponds to the strong-
coupling limit of the theory, while the limit x ! 1 at a
fixed m

g provides a trajectory in parameter space along
which the continuum limit can be taken. The matrix el-
ements of this Hamiltonian can be formed using the KS
angular-momentum or LSH bases, giving rise to identical
results in the physical sector, which serves as a strong
check of the newly-developed LSH formulation for the
1+1 D case. While e�cient classical simulations such as
those based on tensor networks have enabled studies of
SU(2) lattice gauge theories with a large number (hun-
dreds) of sites [16, 90–92], enabling the continuum limit
of the results to be taken systematically, such considera-
tions are not the focus of this work. Instead, the aim is

Similar feature in SU(2) in 1+1D as a function 
of gauge cutoff

ZD, Raychowdhury, and Shaw, arXiv:2009.11802 [hep-lat]

JLP: Jordan, Lee, and Preskill, 
Quant. Inf. Comput.14,1014(2014)

Klco, Savage, Phys. Rev. A 99, 052335 (2019).

See also: Barata , Mueller, 
Tarasov, Venugopalan (2020) 
for a single-particle basis
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ADDITIONALLY THE SIGN PROBLEM FORBIDS:

 arXiv:1204.4795 [nucl-th] 

NP is not short of hard computational 
problems. Quantum simulation may be the 
way forward in some. Much need to be done 
to change the game in comp. NP.

Appropriate DOF need to be identified 
(QCD DOF, nucleonic DOF, macroscopic and 
hydrodynamical DOF?), along with most 
efficient mappings to quantum hardware.

NP problems are different from CM and quantum 
chemistry problems. A lot can still be learned from 
progress in those areas, but new strategies and 
ideas need to be introduced for NP.

Theory-experiment co-development is a key to 
progress. Can NP impact quantum-simulation 
hardware developments?

Over the next decade, we will witness a 
new ecosystem, a quantum-skillful NP 
workforce, and unprecedented 
interdisciplinary collaborations.

IT IS NOT POSSIBLE TO CONVEY ALL THE EXCITEMENT AND PROGRESS IN THIS TOPIC IN 30’. 
I’D BE HAPPY TO DELIVER A FEW MESSAGES…

Can we discover deeper connections in 
nuclear phenomenology by quantum-
information tools? Can prototypes 
provide insight?

One should leverage both analog and digital 
simulations. Hybrid analog-digital protocols may 
reduce time to solution in near term.

Leveraging our classical computing capabilities 
for hybrid classical-quantum simulations. 
Quantum means to develop better classical 
algorithms?



https://medium.com/@aryaan

SOME SIMILARITIES BUT MAJOR DIFFERENCES



Starting from the Standard Model 

Both bosonic and fermionic DOF are 
dynamical and coupled, exhibit both global 
and local (gauge) symmetries, relativistic 
hence particle number not conserved, vacuum 
state nontrivial in strongly interacting theories.

SOME SIMILARITIES BUT MAJOR DIFFERENCES

Starting from the nucelar Hamiltonian 

More complex Hamiltonian, itself unknown 
with arbitrary accuracy, short, intermediate, 
and long-range interactions, three and multi-
body interactions, pions (bosons) and other 
hadrons can become dynamical.



Attempts to cast QFT problems in a language 
closer to quantum chemistry and NR simulations:
Kreshchuk, Kirby, Goldstein, Beauchemin,  Love, 
arXiv:2002.04016 [quant-ph]
Liu, Xin, arXiv:2004.13234 [hep-th]
Barata , Mueller, Tarasov, Venugopalan (2020)

SOME SIMILARITIES BUT MAJOR DIFFERENCES

Starting from the nucelar Hamiltonian 

More complex Hamiltonian, itself unknown 
with arbitrary accuracy, short, intermediate, 
and long-range interactions, three and multi-
body interactions, pions (bosons) and other 
hadrons can become dynamical.

Starting from the Standard Model 

Both bosonic and fermionic DOF are 
dynamical and coupled, exhibit both global 
and local (gauge) symmetries, relativistic 
hence particle number not conserved, vacuum 
state nontrivial in strongly interacting theories.



EXAMPLE I: QUANTUM CHEMISTRY VS. NP IN ANALOG SIMULATIONS

Long-range interactions between electrons mediated 
with Mott insulator spin excitations. Already challenging.

Effective potential

How about analog schemes for nuclear Hamiltonian 
with more complex interactions?

Or in the language of effective field theories:

Argüello-Luengo, González-Tudela, Shi, Zoller, 
Cirac, Nature 574, 215-218 (2019)

?



EXAMPLE II: QUANTUM CHEMISTRY/CM VS. NP IN DIGITAL SIMULATIONS

:

e�iH1�t

e�iH2�t

t = N�t

Evolve with 

e�iHt

H = H1 +H2 + · · ·Analog Digital



EXAMPLE II: QUANTUM CHEMISTRY/CM VS. NP IN DIGITAL SIMULATIONS

:

e�iH1�t

e�iH2�t

t = N�t

Evolve with 

e�iHt

H = H1 +H2 + · · ·Analog Digital

Childs, Su, Tran, Wiebe, Zhu, 
arXiv:1912.08854 [quant-ph]



EXAMPLE II: QUANTUM CHEMISTRY/CM VS. NP IN DIGITAL SIMULATIONS

:

e�iH1�t

e�iH2�t

t = N�t

Evolve with 

e�iHt

H = H1 +H2 + · · ·Analog Digital

No such scaling studies performed for NP 
Hamiltonian. Limited studies started for 

quantum field theories.

Shaw, Lougovski, Stryker, 
Wiebe, Quantum 4, 306 (2020)

Jordan, Lee, and 
Preskill, Quant. Inf. 
Comput.14,1014 (2014)



EXAMPLE II: QUANTUM CHEMISTRY/CM VS. NP IN DIGITAL SIMULATIONS
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(0,0) (0,1) (0,2) (0,3) (1,3)(1,2)(1,1)(1,0) (2,0) (2,1) (2,2) (2,3) (3,0) (3,1) (3,2) (3,3)

Jordan-Wigner transformation is not efficient for 
encoding Fermionic statistics in qubits in D>1. 



EXAMPLE II: QUANTUM CHEMISTRY/CM VS. NP IN DIGITAL SIMULATIONS

Derby, Klassen, arXiv:2003.06939 [quant-ph]

Local mappings using 
auxiliary gauge groups exist. 
Can leverage our gauge 
theory algorithms here?

Chen, Phys. Rev. Research 2, 
033527 (2020). 
Zohar, Cirac, Phys. Rev. B 98, 
075119 (2018)
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Jordan-Wigner transformation is not efficient for 
encoding Fermionic statistics in qubits in D>1. 

Again a complete study of the most efficient  
fermionic mapping given the structure of nuclear 

Hamiltonian is needed. First steps are taken.

Roggero, Li, Carlson, Gupta, Perdue, 
Phys. Rev. D 101, 074038 (2020)
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AN EXAMPLE FROM THE WORLD OF ANALOG SIMULATIONS

Credit: Shaw/Davoudi, UMD



EXAMPLE: A TRAPPED-ION ANALOG SIMULATOR

He↵ =
X

i,j

J
(xx)
i,j

�(i)
x

⌦ �(j)
x

� B
z

2

X

i

�(i)
z

J (xx)
i,j

⇠ 1

|i� j|↵ , 0 < ↵ < 3

with coupling:

Effective Hamiltonian

Zhang et al, Nature 551, 601–604 (2017).

X̂

Ŷ

Ẑ

A global addressing scheme



EXAMPLE: A TRAPPED-ION DIGITAL SIMULATOR

X̂

Ŷ

Ẑ

An individual addressing scheme 
for digital computation

VQE for finding deuteron’s binding

Shehab et al, Phys. Rev. A 100, 062319 (2019)

C. Figgatt (2018)



X̂

Ŷ

Ẑ

Engineering a Heisenberg model Hamiltonian

6

early times. This is achieved with |⌘(i)
I,m⌦(i)

I | ⌧ |µI �!T
m|,

|⌘(i)
II,m⌦(i)

II | ⌧ |µII �!A
m|, and |⌘(i)

III,m⌦(i)
III | ⌧ |µIII �!T

m|.
When B

(i)
z 6= 0, ↵

(x)
i,m(t), and ↵

(y)
i,m(t) in Eqs. (8) and (9)

develop an oscillatory time dependence but with a lin-
ear growth in the magnitude of its amplitude. These

terms are proportional to B
(i)
z �

(i)
y and B

(i)
z �

(i)
x . Assum-

ing that the magnetic field is comparable in size to the
e↵ective spin-spin couplings, such contaminating terms
do not severely impact the desired evolution as long as

|B(i)
z | ⌧ |⌘(i)

I,m⌦(i)
I |, |⌘(i)

II,m⌦(i)
II |. Unfortunately, this con-

dition limits the size of (e↵ective) magnetic fields that
can be studied in models considered below. Nonetheless,
a range of interesting possibilities can still be explored.

Under the conditions described above, the time-
evolution operator in Eq. (7) can be approximated as

U(t) ⇡ e�iHefft, (11)

where

He↵ =
X

i,j
j<i

h
J

(xx)
i,j �(i)

x ⌦ �(j)
x + J

(yy)
i,j �(i)

y ⌦ �(j)
y +

J
(zz)
i,j �(i)

z ⌦ �(j)
z

i
� 1

2

NX

i=1

B(i)
z �(i)

z . (12)

As a result, the individual-addressing scheme proposed
here enables analog quantum simulations of a rather
generic Heisenberg spin model. The spin-spin coupling
matrices in Eq. (12) are derived from discussions above
(see also Appendix C), and read

J
(xx)
i,j = ⌦(i)

I ⌦(j)
I RI

NX

m=1

b
(i)
m b

(j)
m

µ2
I � !T

m
2 , (13)

J
(yy)
i,j = ⌦(i)

II ⌦(j)
II RII

NX

m=1

b
(i)
m b

(j)
m

µ2
II � !A

m
2 , (14)

J
(zz)
i,j = ⌦(i)

III⌦
(j)
IIIRIII

NX

m=1

b
(i)
m b

(j)
m

µ2
III � !T

m
2 . (15)

Here, RL = (�kL)2

2M is the recoil frequency of the ion given
the lasers L = I, II, III.

It is worth noting that despite the case of a usual
Molmer-Sorenson transition where the starting Hamil-
tonian is proportional to �x, the Magnus expansion
in the scheme described above is not cut o↵ at any
order in the Lamb-Dicke parameter, due to the non-
zero commutation of Pauli operators in Eqs. (3-6).
It is therefore important to ensure that not only����
⌘
(i)
I,m⌦(i)

I

µI�!T
m

���� ,

����
⌘
(i)
II,m⌦(i)

II

µII�!A
n

���� ,

����
⌘
(i)
III,m⌦(i)

III

µIII�!T
m

���� ⌧ 1 as stated before,

but also

����
(⌘(i)

I,m)(2p�2)(µI�!T
m)

µI�p!T
m

���� ,

����
(⌘(i)

II,m)(2p�2)(µII�!A
m)

µII�p!A
m

���� ,
����
(⌘(i)

III,m)(2p�2)(µIII�!T
m)

µIII�p!T
m

���� ⌧ 1 for integer p � 2. This guar-

antees that contributions from the pth-sideband transi-

tions are suppressed compared to the first-sideband tran-
sitions. These conditions are easier to satisfy for trans-
verse modes than the axial modes. This is because the
axial modes have lower frequencies, and their correspond-
ing Lamb-Dicke parameters are larger. Finally, one notes
that coherent operations on a single spin correspond to
the zeroth-order terms in Eq. (1) in the Lamb-Dicke limit,

and with �!
(i)
L = !0. Hence, the laser frequencies ap-

plied must be far detuned from such “carrier transitions”
of the ions.

III. OPTIMIZED SPIN-SPIN HAMILTONIANS
IN AN ION TRAP: 1+1D SCHWINGER MODEL

A unique testbed for exploring theoretical and experi-
mental proposals for quantum simulations of gauge theo-
ries is the 1+1D QED, i.e., the Schwinger model. It is an
Abelian gauge theory, hence avoiding complexities of its
non-Abelian counterparts. It is also a low-dimensional
theory, allowing numerical and experimental studies of
its approximate dynamics with finite resources. Despite
these simplifications in the formulation, the theory ex-
hibits rich properties, similar to those seen in more com-
plex theories such as QCD. In particular, phenomena
such as confinement and spontaneous symmetry breaking
arise in the model. The spontaneous creation of electron-
positron pairs in the time evolution of the “vacuum”
exhibits a clear signature of such non-trivial dynamics.
Since the time evolution of quantum states is, in gen-
eral, a computationally intractable problem with classical
Monte Carlo methods, addressing such a problem using
a quantum simulation platform is of significant value, see
Refs. [8, 9] for digital implementations.

The strong-coupling dynamics of the Schwinger model
can be studied through non-perturbative LGT methods.
In the staggered formulation of Kogut and Susskind [89,
90], the (scaled) lattice Hamiltonian takes the form

H = �ix
N�1X

n=1

h
�†

nei✓n�n+1 � �†
n+1e

�i✓n�n

i
+

N�1X

n=1

L2
n + µ

NX

n=1

(�1)n�†
n�n, (16)

where �n (�†
n) is a one-component fermion field that

creates (annihilates) an electron on the odd site while
annihilates (creates) a positron on an even site. Due to
this distinction, there is a staggered mass term in the
Hamiltonian, with the fermion (scaled) mass µ. ✓n is
the U(1) gauge potential with the corresponding gauge
link ei✓n originating at site n. The latter is introduced in
the Hamiltonian to render the fermion hopping (kinetic)
term gauge invariant. The pair creation and annihilation
in the theory originates from this term. The correspond-
ing electric field at site n is denoted as Ln (with the
operator relation [✓n, Lm] = i�n,m), which adds a contri-
bution to the Hamiltonian due to the energy stored in the
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Under the conditions described above, the time-
evolution operator in Eq. (7) can be approximated as
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As a result, the individual-addressing scheme proposed
here enables analog quantum simulations of a rather
generic Heisenberg spin model. The spin-spin coupling
matrices in Eq. (12) are derived from discussions above
(see also Appendix C), and read
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2M is the recoil frequency of the ion given
the lasers L = I, II, III.
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FIG. 1. The entanglement power, E(Ŝ), of the S-matrix as a
function of p, the center-of-mass nucleon momentum. The 1S

0

and 3S
1

phase shifts used to calculate E(Ŝ) were taken from
four di↵erent models [53–57] to provide a näıve estimate of
systematic uncertainties. Data for this figure may be found
in Table II in the supplemental material.

| outih out| with | outi = Ŝ| ini. By describing the av-
erage action of Ŝ to transition a tensor-product state to
an entangled state, the entanglement power expresses a
state-independent entanglement measure that vanishes
when | outi remains a tensor product state for any | ini.

Following the analysis of Ref. [20], we consider the
spin-space entanglement of two distinguishable particles,
the proton and neutron for nf = 2 QCD. Neglecting the
small tensor-force-induced mixing of the 3S1 channel with
the 3D1 channel, the S-matrix for low-energy scattering
below inelastic threshold in these sectors can be decom-
posed as

Ŝ =
1

4

�
3ei2�1 + ei2�0

�
1̂ +

1

4

�
ei2�1 � ei2�0

�
�̂ · �̂, (2)

where 1̂ = Î2 ⌦ Î2 and �̂ · �̂ =
3P

↵=1
�̂↵ ⌦ �̂↵. It follows

that the entanglement power of Ŝ is

E(Ŝ) = 1

6
sin2 (2(�1 � �0)) , (3)

which vanishes when �1 � �0 = m⇡
2 for any integer m.

This includes the SU(4) symmetric case �1 = �0 where
the coe�cient of �̂·�̂ vanishes. Special fixed points where
the entanglement power vanishes occur when the phase
shifts both vanish, �1 = �0 = 0, or are both at unitarity,
�1 = �0 = ⇡

2 , or when �1 = 0, �0 = ⇡
2 or �1 = ⇡

2 , �0 =
0. The S-matrices at these fixed points with vanishing
entanglement power are Ŝ = ±1̂ and ±(1̂+ �̂ · �̂)/2 2.

The entanglement power in nature is plotted in Fig. 1
as a function of the center-of-mass nucleon momentum,
p, up to pion production threshold, making use of the
1S0 and 3S1 phase shifts derived from the analyses of

2

The S-matrices at the four fixed points realize a representation

of the Klein four-group, Z
2

⌦ Z
2

.

Refs. [53–56]. The four regions indicated are distin-
guished by the role of non-perturbative physics. Region
I shows that entanglement power approaches zero in the
limit p ! 0, as will be the case for any finite range inter-
action not at unitarity. At momenta around the scale
of the inverse scattering lengths, region II, poles and
resonances of Ŝ produce highly-entangling interactions.
This non-perturbative structure could be considered a
source of ultra-low-momentum entanglement power; ex-
perimental evidence for this is expected to be found in
the vanishing modification of np-scattering quantum cor-
relations at 19.465(42) MeV where the phase shifts dif-
fer by ⇡/2 and |p ", n #i scatters into |p #, n "i. In re-
gion IV, where energies are of order the chiral symme-
try breaking scale, the entangling interactions of quark
and gluon degrees of freedom become prominent. It is
region III that is the main focus of this paper—away
from the far-infrared structure but with nucleons as fun-
damental degrees of freedom, the entanglement power
is suppressed. Once relativistic corrections and 3S1-3D1

mixing—parametrically suppressed at low-energy—are
included in Eq. (19), E(Ŝ) is expected to remain sup-
pressed but non-zero, indicating that the entanglement
suppression in nature is only partial.
Much progress has been made in nuclear physics in re-

cent years by considering low-energy e↵ective field theo-
ries (EFTs), constrained by data from nucleon scattering.
The �0,1 phase shifts can be computed for energies below
the pion mass, from the pionless EFT for nucleon-nucleon
interactions. The leading interaction in the e↵ective La-
grangian is

Lnf=2
LO = �1

2
CS(N

†N)2� 1

2
CT

�
N†�N

�
·
�
N†�N

�
, (4)

where N represents both spin states of the proton and
neutron fields. These interactions can be re-expressed as
contact interactions in the 1S0 and 3S1 channels with cou-
plings C0 = (CS�3CT ) and C1 = (CS+CT ) respectively,
where the two couplings are fit to reproduce the 1S0 and
3S1 scattering lengths. The C coe�cients both run with
the renormalization group as described in Ref. [58, 59]
with a stable IR fixed point at C = 0, corresponding to
free particles, and a nontrivial, unstable IR fixed point
at C = C? corresponding to a divergent scattering length
and constant phase shift of � = ⇡/2 (the “unitary” fixed
point). At the four fixed points (described above), where
{C0, C1} take the values 0 or C?, the theory has a con-
formal (“Schrödinger”) symmetry; there is also a fixed
line of enhanced symmetry at CT = 0, or equivalently
C0 = C1, where the theory possesses the Wigner SU(4)
symmetry, as apparent from the form of Eq. (4) with
CT = 0. When fitting to the scattering lengths one
finds CT ⌧ CS ' C?, since scattering lengths are un-
naturally large in both channels. Therefore, low-energy
QCD has approximate SU(4) symmetry and sits close
to the {C?, C?} conformal fixed point [60]. The emer-
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four di↵erent models [53–57] to provide a näıve estimate of
systematic uncertainties. Data for this figure may be found
in Table II in the supplemental material.

| outih out| with | outi = Ŝ| ini. By describing the av-
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function of p, the center-of-mass nucleon momentum. The 1S

0

and 3S
1

phase shifts used to calculate E(Ŝ) were taken from
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the coe�cient of �̂·�̂ vanishes. Special fixed points where
the entanglement power vanishes occur when the phase
shifts both vanish, �1 = �0 = 0, or are both at unitarity,
�1 = �0 = ⇡

2 , or when �1 = 0, �0 = ⇡
2 or �1 = ⇡

2 , �0 =
0. The S-matrices at these fixed points with vanishing
entanglement power are Ŝ = ±1̂ and ±(1̂+ �̂ · �̂)/2 2.

The entanglement power in nature is plotted in Fig. 1
as a function of the center-of-mass nucleon momentum,
p, up to pion production threshold, making use of the
1S0 and 3S1 phase shifts derived from the analyses of

2

The S-matrices at the four fixed points realize a representation

of the Klein four-group, Z
2

⌦ Z
2

.

Refs. [53–56]. The four regions indicated are distin-
guished by the role of non-perturbative physics. Region
I shows that entanglement power approaches zero in the
limit p ! 0, as will be the case for any finite range inter-
action not at unitarity. At momenta around the scale
of the inverse scattering lengths, region II, poles and
resonances of Ŝ produce highly-entangling interactions.
This non-perturbative structure could be considered a
source of ultra-low-momentum entanglement power; ex-
perimental evidence for this is expected to be found in
the vanishing modification of np-scattering quantum cor-
relations at 19.465(42) MeV where the phase shifts dif-
fer by ⇡/2 and |p ", n #i scatters into |p #, n "i. In re-
gion IV, where energies are of order the chiral symme-
try breaking scale, the entangling interactions of quark
and gluon degrees of freedom become prominent. It is
region III that is the main focus of this paper—away
from the far-infrared structure but with nucleons as fun-
damental degrees of freedom, the entanglement power
is suppressed. Once relativistic corrections and 3S1-3D1

mixing—parametrically suppressed at low-energy—are
included in Eq. (19), E(Ŝ) is expected to remain sup-
pressed but non-zero, indicating that the entanglement
suppression in nature is only partial.
Much progress has been made in nuclear physics in re-

cent years by considering low-energy e↵ective field theo-
ries (EFTs), constrained by data from nucleon scattering.
The �0,1 phase shifts can be computed for energies below
the pion mass, from the pionless EFT for nucleon-nucleon
interactions. The leading interaction in the e↵ective La-
grangian is

Lnf=2
LO = �1

2
CS(N

†N)2� 1

2
CT

�
N†�N

�
·
�
N†�N

�
, (4)

where N represents both spin states of the proton and
neutron fields. These interactions can be re-expressed as
contact interactions in the 1S0 and 3S1 channels with cou-
plings C0 = (CS�3CT ) and C1 = (CS+CT ) respectively,
where the two couplings are fit to reproduce the 1S0 and
3S1 scattering lengths. The C coe�cients both run with
the renormalization group as described in Ref. [58, 59]
with a stable IR fixed point at C = 0, corresponding to
free particles, and a nontrivial, unstable IR fixed point
at C = C? corresponding to a divergent scattering length
and constant phase shift of � = ⇡/2 (the “unitary” fixed
point). At the four fixed points (described above), where
{C0, C1} take the values 0 or C?, the theory has a con-
formal (“Schrödinger”) symmetry; there is also a fixed
line of enhanced symmetry at CT = 0, or equivalently
C0 = C1, where the theory possesses the Wigner SU(4)
symmetry, as apparent from the form of Eq. (4) with
CT = 0. When fitting to the scattering lengths one
finds CT ⌧ CS ' C?, since scattering lengths are un-
naturally large in both channels. Therefore, low-energy
QCD has approximate SU(4) symmetry and sits close
to the {C?, C?} conformal fixed point [60]. The emer-



Transverse-field Ising model with 
long-range interactions in 1+1D 
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potential among domain walls: 
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EXAMPLE II: SPIN MODELS AS PROTOTYPES OF QCD? CAN THEY REVEAL ENTANGLEMENT 
ASPECTS OF CONFINEMENT AND COLLISIONS?

Native Hamiltonian in a trapped-ion simulator!

Tan, Becker, Liu, Pagano, Collins, De, Feng, Kaplan, Kyprianidis, 
Lundgren, Morong, Whitsitt, Gorshkov, Monroe, arXiv:1912.11117 [quant-ph]

See also F. Pederiva’s talk regarding similar explorations at Trento.
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NP is not short of hard computational 
problems. Quantum simulation may be the 
way forward in some. Much need to be done 
to change the game in comp. NP.

Appropriate DOF need to be identified 
(QCD DOF, nucleonic DOF, macroscopic and 
hydrodynamical DOF?), along with most 
efficient mappings to quantum hardware.

NP problems are different from CM and quantum 
chemistry problems. A lot can still be learned from 
progress in those areas, but new strategies and 
ideas need to be introduced for NP.

Theory-experiment co-development is a key to 
progress. Can NP impact quantum-simulation 
hardware developments?

Over the next decade, we will witness a 
new ecosystem, a quantum-skillful NP 
workforce, and unprecedented 
interdisciplinary collaborations.

IT IS NOT POSSIBLE TO CONVEY ALL THE EXCITEMENT AND PROGRESS IN THIS TOPIC IN 30’. 
I’D BE HAPPY TO DELIVER A FEW MESSAGES…

Can we discover deeper connections in 
nuclear phenomenology by quantum-
information tools? Can prototypes 
provide insight?

One should leverage both analog and digital 
simulations. Hybrid analog-digital protocols may 
reduce time to solution in near term.

Leveraging our classical computing capabilities 
for hybrid classical-quantum simulations. 
Quantum means to develop better classical 
algorithms?
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WITH THE INVOLVEMENT OF NP GROUPS AT UNIVERSITIES AND NATIONAL LABORATORIES, 
NUCLEAR PHYSICS IS ON THE PATH TO DEVELOPING A QIS-EXEPRT WORKFORCE.
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