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I. INTRODUCTION

II. ENGINEERING AN EFFECTIVE
THREE-SPIN HAMILTONIAN WITH TRAPPED

IONS

A. Schematic description of the scheme (Guido)

B. Derivation of the e↵ective Hamiltonian
(Zohreh)

Consider a system of N ions confined in a radio-
frequency Paul trap. The Hamiltonian of the system in
absence of any interactions with external lasers can be
written as1
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Here, � is a Pauli operator acting on the space of the
ions’ quasi-spin, namely the qubit. !0 is the qubit fre-
quency which is of the order of a few GHz for typical
ions used in present-day quantum simulators. In a linear
trap with a common confining potential and with long-
range Coulomb interactions among the ions, the motion
of the ions can be described in terms of a set collec-
tive normal modes, with quantized excitations, i.e., the
phonons. As a result, the displacement of each ion from

1
Planck’s constant ~ is set to unity throughout.

its equilibrium position, �r(i), can be expressed in terms
of phonon creation (a†m) and annihilation (am) operators
associated with the motion along the three orthogonal
principal axes of the trap, x, y and z, with commutation
relations [am, am0 ] = [a†m, a

†

m0 ] = 0 and [am, a
†

m0 ] = �m,m0 .
Here, x and y denote the most-confined directions in the
trap, which will have the same normal-mode spectra for
symmetric traps commonly used. These will be denoted
as transverse directions. The least-confined direction is
denoted as z and is named the axial direction.2 We label
the transverse modes of motion along the x-axis by in-
dices m = 1, 2, · · · , N , those along the y axis by indices
m = N+1, N+2, · · · , 2N , and the axial modes, i.e., those
along the z axis, by indices m = 2N +1, 2N +2, · · · , 3N .

One or multiple pairs of counter-propagating laser
beams, indexed by L, can be introduced with wave-
vector di↵erence �kL, frequency di↵erence (beatnote)
�!L, and phase di↵erence ��L, to stimulate the two-
photon Raman transition among the two states of the
qubit with a Rabi frequency ⌦L. The beams can ad-
dress the ions globally, or for more flexibility in devising
interactions individually, in which case both amplitude
and frequency control of the beams are required (and a
subscript i must be attached to laser’s parameters). The
Hamiltonian describing the ion-laser interactions can be
written as [1]
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2 x, y and z in san-serif font correspond to spatial physical coor-

dinates of the trap, hence labeling the Cartesian components of

the wave-vector of the laser beams. x, y, and z in italic font

correspond to the Bloch-sphere axes in the qubit Hilbert space.
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TWO-QUBIT ENTANGLING 
OPERATION

The physics is simple, and is derived from a Magnus expansion 
of the time-evolution operator:

An effective Ising Hamiltonian                                        requires: 

U(t, 0) = T e�i
R t
0 HI(t1)dt1

= e�i
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0 dt1HI(t1)� 1

2

R t
0 dt2

R t2
0 dt1[HI(t2),HI(t1)]+···

Only an approximation (off-resonant terms, lower and higher order terms, etc. still 
present in dynamics but can be suppressed).
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develop an oscillatory time dependence but with a lin-
ear growth in the magnitude of its amplitude. These

terms are proportional to B
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z �

(i)
y and B

(i)
z �
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x . Assum-

ing that the magnetic field is comparable in size to the
e↵ective spin-spin couplings, such contaminating terms
do not severely impact the desired evolution as long as
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dition limits the size of (e↵ective) magnetic fields that
can be studied in models considered below. Nonetheless,
a range of interesting possibilities can still be explored.
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As a result, the individual-addressing scheme proposed
here enables analog quantum simulations of a rather
generic Heisenberg spin model. The spin-spin coupling
matrices in Eq. (12) are derived from discussions above
(see also Appendix C), and read
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Here, RL = (�kL)2

2M
is the recoil frequency of the ion given

the lasers L = I, II, III.
It is worth noting that despite the case of a usual

Molmer-Sorenson transition where the starting Hamil-
tonian is proportional to �x, the Magnus expansion
in the scheme described above is not cut o↵ at any
order in the Lamb-Dicke parameter, due to the non-
zero commutation of Pauli operators in Eqs. (3-6).
It is therefore important to ensure that not only����
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���� ⌧ 1 for integer p � 2. This guar-

antees that contributions from the p
th-sideband transi-

tions are suppressed compared to the first-sideband tran-
sitions. These conditions are easier to satisfy for trans-
verse modes than the axial modes. This is because the
axial modes have lower frequencies, and their correspond-
ing Lamb-Dicke parameters are larger. Finally, one notes
that coherent operations on a single spin correspond to
the zeroth-order terms in Eq. (1) in the Lamb-Dicke limit,

and with �!
(i)
L

= !0. Hence, the laser frequencies ap-
plied must be far detuned from such “carrier transitions”
of the ions.

III. OPTIMIZED SPIN-SPIN HAMILTONIANS
IN AN ION TRAP: 1+1D SCHWINGER MODEL

A unique testbed for exploring theoretical and experi-
mental proposals for quantum simulations of gauge theo-
ries is the 1+1D QED, i.e., the Schwinger model. It is an
Abelian gauge theory, hence avoiding complexities of its
non-Abelian counterparts. It is also a low-dimensional
theory, allowing numerical and experimental studies of
its approximate dynamics with finite resources. Despite
these simplifications in the formulation, the theory ex-
hibits rich properties, similar to those seen in more com-
plex theories such as QCD. In particular, phenomena
such as confinement and spontaneous symmetry breaking
arise in the model. The spontaneous creation of electron-
positron pairs in the time evolution of the “vacuum”
exhibits a clear signature of such non-trivial dynamics.
Since the time evolution of quantum states is, in gen-
eral, a computationally intractable problem with classical
Monte Carlo methods, addressing such a problem using
a quantum simulation platform is of significant value, see
Refs. [8, 9] for digital implementations.

The strong-coupling dynamics of the Schwinger model
can be studied through non-perturbative LGT methods.
In the staggered formulation of Kogut and Susskind [89,
90], the (scaled) lattice Hamiltonian takes the form

H = �ix

N�1X
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h
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n
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n+1e
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i
+
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+ µ
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�n, (16)

where �n (�†
n
) is a one-component fermion field that

creates (annihilates) an electron on the odd site while
annihilates (creates) a positron on an even site. Due to
this distinction, there is a staggered mass term in the
Hamiltonian, with the fermion (scaled) mass µ. ✓n is
the U(1) gauge potential with the corresponding gauge
link e

i✓n originating at site n. The latter is introduced in
the Hamiltonian to render the fermion hopping (kinetic)
term gauge invariant. The pair creation and annihilation
in the theory originates from this term. The correspond-
ing electric field at site n is denoted as Ln (with the
operator relation [✓n, Lm] = i�n,m), which adds a contri-
bution to the Hamiltonian due to the energy stored in the
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IN AN ION TRAP: 1+1D SCHWINGER MODEL

A unique testbed for exploring theoretical and experi-
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where �n (�†
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) is a one-component fermion field that
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this distinction, there is a staggered mass term in the
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the Hamiltonian to render the fermion hopping (kinetic)
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the lattice Schwinger model with open boundary con-
dition is that the remaining degrees of freedom that
are bosonic, namely gauge links and electric field, can
be entirely eliminated in favor of new spin-spin inter-
actions. Explicitly, by performing gauge transformations
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Here, ✏0 is the electric field flux into the first lattice site
which can be set to zero without loss of generality. To
make explicit the mapping of this Hamiltonians to that
of the Hamiltonian of the ion-laser system in our pro-
posed scheme, Eq. (12), one can note that Eq. (17) can
be rewritten as
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(xx) and H

(yy) represent nearest-neighbor spin-spin in-
teractions and share the same coupling strength. H

(zz)

8 x and µ here should not to be confused by the spin x axis and the
lasers’ detunings, respectively. Their meaning should be clear in
the context they appear.

is a long-range spin-spin interaction, representing the 1D
Coulomb interaction among the charged fermions.

Given the experimental setup presented in the previ-
ous section, engineering the Schwinger Hamiltonian for
given values of N (which maps directly to the number of
ions), x and µ amounts to finding values of lasers’ Rabi

frequencies, ⌦(i)
I

, ⌦(i)
II

, and ⌦(i)
III

, and their detunings µI ,

µII , and µIII , as well as B
(i)
z values induced by a Stark

shift, such that the ion-laser Hamiltonian in Eq. (12) is
equal to the Schwinger Hamiltonian in Eq. (18). This
is a well-constrained optimization problem provided that
multiple laser frequencies are used with each set of beams
each with a corresponding Rabi frequency such that the
total number of free parameters, NenµL , is no less than
the number of independent nonzero elements in each Ji,j

coupling matrix, that is N(N � 1)/2. Here, enµL is the
number of beatnote frequencies on each pair of lasers L.
Note that this can be achieved with enµL  N . It is,
however, conceivable that in the first generation of ex-
periments planned, only the amplitude control of Raman
beams will be a reality. As a result, we first focus on
experimental proposals that do not require a frequency
control.

A single-detuning and multi-amplitude scheme

With a single beatnote frequency on each pair of Ra-
man beams, the Schwinger Hamiltonian on small lattices
can be realized with good accuracy. For this example,
an ion trap consisting of 171Yb+ ions will be considered.
The specifications of this system are presented in Ap-
pendix A. Consider the case of N = 4, and further set
the values of the parameters of the Schwinger Hamilto-
nian to x = 6 and µ = 1. The Hamiltonian H

(xx) can be
achieved by first noting that a certain detuning from the
CM transverse mode with the same amplitude on each
ion produces the coupling matrix shown in the left panel
of Fig. 2. This matrix can be systematically turned into
a nearest-neighbor form: the slope of the decline in the
strength of nearest-neighbor couplings from the center of
the chain can be determined, and be used to systemati-
cally adjust the Rabi frequencies in such a way that an
equal strength is achieved on all Ji,j with |i � j| = 1, as
demonstrated in the right panel of Fig. 2. The most ac-
curate nearest-neighbor Hamiltonian achieved with this
procedure presents a ⇠ 3% contamination on the non-
nearest-neighbor elements, and no contamination on the
nearest-neighbor elements.

As mentioned in Sec. II, the H
(yy) e↵ective Hamilto-

nian is chosen to arise from the Raman beams that ad-
dress the axial modes of the ions. If the transverse modes
were to be addressed, the Raman beams would have to
be detuned from the modes by the same amount as those
for the H

(xx) Hamiltonian, as these appear with the same
coupling in the Schwinger Hamiltonian. This however
would cause the dynamics to deviate from the e↵ective
Heisenberg model in Eq. (12), given the non-zero commu-
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equal to the Schwinger Hamiltonian in Eq. (18). This
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multiple laser frequencies are used with each set of beams
each with a corresponding Rabi frequency such that the
total number of free parameters, NenµL , is no less than
the number of independent nonzero elements in each Ji,j
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number of beatnote frequencies on each pair of lasers L.
Note that this can be achieved with enµL  N . It is,
however, conceivable that in the first generation of ex-
periments planned, only the amplitude control of Raman
beams will be a reality. As a result, we first focus on
experimental proposals that do not require a frequency
control.

A single-detuning and multi-amplitude scheme

With a single beatnote frequency on each pair of Ra-
man beams, the Schwinger Hamiltonian on small lattices
can be realized with good accuracy. For this example,
an ion trap consisting of 171Yb+ ions will be considered.
The specifications of this system are presented in Ap-
pendix A. Consider the case of N = 4, and further set
the values of the parameters of the Schwinger Hamilto-
nian to x = 6 and µ = 1. The Hamiltonian H

(xx) can be
achieved by first noting that a certain detuning from the
CM transverse mode with the same amplitude on each
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of Fig. 2. This matrix can be systematically turned into
a nearest-neighbor form: the slope of the decline in the
strength of nearest-neighbor couplings from the center of
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is a long-range spin-spin interaction, representing the 1D
Coulomb interaction among the charged fermions.

Given the experimental setup presented in the previ-
ous section, engineering the Schwinger Hamiltonian for
given values of N (which maps directly to the number of
ions), x and µ amounts to finding values of lasers’ Rabi

frequencies, ⌦(i)
I

, ⌦(i)
II

, and ⌦(i)
III

, and their detunings µI ,

µII , and µIII , as well as B
(i)
z values induced by a Stark

shift, such that the ion-laser Hamiltonian in Eq. (12) is
equal to the Schwinger Hamiltonian in Eq. (18). This
is a well-constrained optimization problem provided that
multiple laser frequencies are used with each set of beams
each with a corresponding Rabi frequency such that the
total number of free parameters, NenµL , is no less than
the number of independent nonzero elements in each Ji,j

coupling matrix, that is N(N � 1)/2. Here, enµL is the
number of beatnote frequencies on each pair of lasers L.
Note that this can be achieved with enµL  N . It is,
however, conceivable that in the first generation of ex-
periments planned, only the amplitude control of Raman
beams will be a reality. As a result, we first focus on
experimental proposals that do not require a frequency
control.

A single-detuning and multi-amplitude scheme

With a single beatnote frequency on each pair of Ra-
man beams, the Schwinger Hamiltonian on small lattices
can be realized with good accuracy. For this example,
an ion trap consisting of 171Yb+ ions will be considered.
The specifications of this system are presented in Ap-
pendix A. Consider the case of N = 4, and further set
the values of the parameters of the Schwinger Hamilto-
nian to x = 6 and µ = 1. The Hamiltonian H

(xx) can be
achieved by first noting that a certain detuning from the
CM transverse mode with the same amplitude on each
ion produces the coupling matrix shown in the left panel
of Fig. 2. This matrix can be systematically turned into
a nearest-neighbor form: the slope of the decline in the
strength of nearest-neighbor couplings from the center of
the chain can be determined, and be used to systemati-
cally adjust the Rabi frequencies in such a way that an
equal strength is achieved on all Ji,j with |i � j| = 1, as
demonstrated in the right panel of Fig. 2. The most ac-
curate nearest-neighbor Hamiltonian achieved with this
procedure presents a ⇠ 3% contamination on the non-
nearest-neighbor elements, and no contamination on the
nearest-neighbor elements.

As mentioned in Sec. II, the H
(yy) e↵ective Hamilto-

nian is chosen to arise from the Raman beams that ad-
dress the axial modes of the ions. If the transverse modes
were to be addressed, the Raman beams would have to
be detuned from the modes by the same amount as those
for the H

(xx) Hamiltonian, as these appear with the same
coupling in the Schwinger Hamiltonian. This however
would cause the dynamics to deviate from the e↵ective
Heisenberg model in Eq. (12), given the non-zero commu-
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Here, ✏0 is the electric field flux into the first lattice site
which can be set to zero without loss of generality. To
make explicit the mapping of this Hamiltonians to that
of the Hamiltonian of the ion-laser system in our pro-
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is a long-range spin-spin interaction, representing the 1D
Coulomb interaction among the charged fermions.

Given the experimental setup presented in the previ-
ous section, engineering the Schwinger Hamiltonian for
given values of N (which maps directly to the number of
ions), x and µ amounts to finding values of lasers’ Rabi

frequencies, ⌦(i)
I

, ⌦(i)
II

, and ⌦(i)
III

, and their detunings µI ,

µII , and µIII , as well as B
(i)
z values induced by a Stark

shift, such that the ion-laser Hamiltonian in Eq. (12) is
equal to the Schwinger Hamiltonian in Eq. (18). This
is a well-constrained optimization problem provided that
multiple laser frequencies are used with each set of beams
each with a corresponding Rabi frequency such that the
total number of free parameters, NenµL , is no less than
the number of independent nonzero elements in each Ji,j

coupling matrix, that is N(N � 1)/2. Here, enµL is the
number of beatnote frequencies on each pair of lasers L.
Note that this can be achieved with enµL  N . It is,
however, conceivable that in the first generation of ex-
periments planned, only the amplitude control of Raman
beams will be a reality. As a result, we first focus on
experimental proposals that do not require a frequency
control.

A single-detuning and multi-amplitude scheme

With a single beatnote frequency on each pair of Ra-
man beams, the Schwinger Hamiltonian on small lattices
can be realized with good accuracy. For this example,
an ion trap consisting of 171Yb+ ions will be considered.
The specifications of this system are presented in Ap-
pendix A. Consider the case of N = 4, and further set
the values of the parameters of the Schwinger Hamilto-
nian to x = 6 and µ = 1. The Hamiltonian H

(xx) can be
achieved by first noting that a certain detuning from the
CM transverse mode with the same amplitude on each
ion produces the coupling matrix shown in the left panel
of Fig. 2. This matrix can be systematically turned into
a nearest-neighbor form: the slope of the decline in the
strength of nearest-neighbor couplings from the center of
the chain can be determined, and be used to systemati-
cally adjust the Rabi frequencies in such a way that an
equal strength is achieved on all Ji,j with |i � j| = 1, as
demonstrated in the right panel of Fig. 2. The most ac-
curate nearest-neighbor Hamiltonian achieved with this
procedure presents a ⇠ 3% contamination on the non-
nearest-neighbor elements, and no contamination on the
nearest-neighbor elements.

As mentioned in Sec. II, the H
(yy) e↵ective Hamilto-

nian is chosen to arise from the Raman beams that ad-
dress the axial modes of the ions. If the transverse modes
were to be addressed, the Raman beams would have to
be detuned from the modes by the same amount as those
for the H

(xx) Hamiltonian, as these appear with the same
coupling in the Schwinger Hamiltonian. This however
would cause the dynamics to deviate from the e↵ective
Heisenberg model in Eq. (12), given the non-zero commu-
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Here, ✏0 is the electric field flux into the first lattice site
which can be set to zero without loss of generality. To
make explicit the mapping of this Hamiltonians to that
of the Hamiltonian of the ion-laser system in our pro-
posed scheme, Eq. (12), one can note that Eq. (17) can
be rewritten as
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is a long-range spin-spin interaction, representing the 1D
Coulomb interaction among the charged fermions.

Given the experimental setup presented in the previ-
ous section, engineering the Schwinger Hamiltonian for
given values of N (which maps directly to the number of
ions), x and µ amounts to finding values of lasers’ Rabi

frequencies, ⌦(i)
I

, ⌦(i)
II

, and ⌦(i)
III

, and their detunings µI ,

µII , and µIII , as well as B
(i)
z values induced by a Stark

shift, such that the ion-laser Hamiltonian in Eq. (12) is
equal to the Schwinger Hamiltonian in Eq. (18). This
is a well-constrained optimization problem provided that
multiple laser frequencies are used with each set of beams
each with a corresponding Rabi frequency such that the
total number of free parameters, NenµL , is no less than
the number of independent nonzero elements in each Ji,j

coupling matrix, that is N(N � 1)/2. Here, enµL is the
number of beatnote frequencies on each pair of lasers L.
Note that this can be achieved with enµL  N . It is,
however, conceivable that in the first generation of ex-
periments planned, only the amplitude control of Raman
beams will be a reality. As a result, we first focus on
experimental proposals that do not require a frequency
control.

A single-detuning and multi-amplitude scheme

With a single beatnote frequency on each pair of Ra-
man beams, the Schwinger Hamiltonian on small lattices
can be realized with good accuracy. For this example,
an ion trap consisting of 171Yb+ ions will be considered.
The specifications of this system are presented in Ap-
pendix A. Consider the case of N = 4, and further set
the values of the parameters of the Schwinger Hamilto-
nian to x = 6 and µ = 1. The Hamiltonian H

(xx) can be
achieved by first noting that a certain detuning from the
CM transverse mode with the same amplitude on each
ion produces the coupling matrix shown in the left panel
of Fig. 2. This matrix can be systematically turned into
a nearest-neighbor form: the slope of the decline in the
strength of nearest-neighbor couplings from the center of
the chain can be determined, and be used to systemati-
cally adjust the Rabi frequencies in such a way that an
equal strength is achieved on all Ji,j with |i � j| = 1, as
demonstrated in the right panel of Fig. 2. The most ac-
curate nearest-neighbor Hamiltonian achieved with this
procedure presents a ⇠ 3% contamination on the non-
nearest-neighbor elements, and no contamination on the
nearest-neighbor elements.

As mentioned in Sec. II, the H
(yy) e↵ective Hamilto-

nian is chosen to arise from the Raman beams that ad-
dress the axial modes of the ions. If the transverse modes
were to be addressed, the Raman beams would have to
be detuned from the modes by the same amount as those
for the H

(xx) Hamiltonian, as these appear with the same
coupling in the Schwinger Hamiltonian. This however
would cause the dynamics to deviate from the e↵ective
Heisenberg model in Eq. (12), given the non-zero commu-
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Here, ✏0 is the electric field flux into the first lattice site
which can be set to zero without loss of generality. To
make explicit the mapping of this Hamiltonians to that
of the Hamiltonian of the ion-laser system in our pro-
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is a long-range spin-spin interaction, representing the 1D
Coulomb interaction among the charged fermions.

Given the experimental setup presented in the previ-
ous section, engineering the Schwinger Hamiltonian for
given values of N (which maps directly to the number of
ions), x and µ amounts to finding values of lasers’ Rabi
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shift, such that the ion-laser Hamiltonian in Eq. (12) is
equal to the Schwinger Hamiltonian in Eq. (18). This
is a well-constrained optimization problem provided that
multiple laser frequencies are used with each set of beams
each with a corresponding Rabi frequency such that the
total number of free parameters, NenµL , is no less than
the number of independent nonzero elements in each Ji,j

coupling matrix, that is N(N � 1)/2. Here, enµL is the
number of beatnote frequencies on each pair of lasers L.
Note that this can be achieved with enµL  N . It is,
however, conceivable that in the first generation of ex-
periments planned, only the amplitude control of Raman
beams will be a reality. As a result, we first focus on
experimental proposals that do not require a frequency
control.

A single-detuning and multi-amplitude scheme

With a single beatnote frequency on each pair of Ra-
man beams, the Schwinger Hamiltonian on small lattices
can be realized with good accuracy. For this example,
an ion trap consisting of 171Yb+ ions will be considered.
The specifications of this system are presented in Ap-
pendix A. Consider the case of N = 4, and further set
the values of the parameters of the Schwinger Hamilto-
nian to x = 6 and µ = 1. The Hamiltonian H

(xx) can be
achieved by first noting that a certain detuning from the
CM transverse mode with the same amplitude on each
ion produces the coupling matrix shown in the left panel
of Fig. 2. This matrix can be systematically turned into
a nearest-neighbor form: the slope of the decline in the
strength of nearest-neighbor couplings from the center of
the chain can be determined, and be used to systemati-
cally adjust the Rabi frequencies in such a way that an
equal strength is achieved on all Ji,j with |i � j| = 1, as
demonstrated in the right panel of Fig. 2. The most ac-
curate nearest-neighbor Hamiltonian achieved with this
procedure presents a ⇠ 3% contamination on the non-
nearest-neighbor elements, and no contamination on the
nearest-neighbor elements.

As mentioned in Sec. II, the H
(yy) e↵ective Hamilto-

nian is chosen to arise from the Raman beams that ad-
dress the axial modes of the ions. If the transverse modes
were to be addressed, the Raman beams would have to
be detuned from the modes by the same amount as those
for the H

(xx) Hamiltonian, as these appear with the same
coupling in the Schwinger Hamiltonian. This however
would cause the dynamics to deviate from the e↵ective
Heisenberg model in Eq. (12), given the non-zero commu-
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(n+1)
x

, (19)

H
(yy) =

x

2

N�1X

n=1

�
(n)
y

�
(n+1)
y

, (20)

H
(zz) =

1

2

N�2X

m=1

N�1X

n=m+1

(N � n)�(m)
z

�
(n)
z

, (21)

H
(z) =

µ

2

NX

n=1

(�1)n
�

(n)
z

�
1

2

N�1X

n=1

(n mod 2)
nX

l=1

�
(l)
z

.

(22)

H
(xx) and H

(yy) represent nearest-neighbor spin-spin in-
teractions and share the same coupling strength. H

(zz)

8 x and µ here should not to be confused by the spin x axis and the
lasers’ detunings, respectively. Their meaning should be clear in
the context they appear.

is a long-range spin-spin interaction, representing the 1D
Coulomb interaction among the charged fermions.

Given the experimental setup presented in the previ-
ous section, engineering the Schwinger Hamiltonian for
given values of N (which maps directly to the number of
ions), x and µ amounts to finding values of lasers’ Rabi

frequencies, ⌦(i)
I

, ⌦(i)
II

, and ⌦(i)
III

, and their detunings µI ,

µII , and µIII , as well as B
(i)
z values induced by a Stark

shift, such that the ion-laser Hamiltonian in Eq. (12) is
equal to the Schwinger Hamiltonian in Eq. (18). This
is a well-constrained optimization problem provided that
multiple laser frequencies are used with each set of beams
each with a corresponding Rabi frequency such that the
total number of free parameters, NenµL , is no less than
the number of independent nonzero elements in each Ji,j

coupling matrix, that is N(N � 1)/2. Here, enµL is the
number of beatnote frequencies on each pair of lasers L.
Note that this can be achieved with enµL  N . It is,
however, conceivable that in the first generation of ex-
periments planned, only the amplitude control of Raman
beams will be a reality. As a result, we first focus on
experimental proposals that do not require a frequency
control.

A single-detuning and multi-amplitude scheme

With a single beatnote frequency on each pair of Ra-
man beams, the Schwinger Hamiltonian on small lattices
can be realized with good accuracy. For this example,
an ion trap consisting of 171Yb+ ions will be considered.
The specifications of this system are presented in Ap-
pendix A. Consider the case of N = 4, and further set
the values of the parameters of the Schwinger Hamilto-
nian to x = 6 and µ = 1. The Hamiltonian H

(xx) can be
achieved by first noting that a certain detuning from the
CM transverse mode with the same amplitude on each
ion produces the coupling matrix shown in the left panel
of Fig. 2. This matrix can be systematically turned into
a nearest-neighbor form: the slope of the decline in the
strength of nearest-neighbor couplings from the center of
the chain can be determined, and be used to systemati-
cally adjust the Rabi frequencies in such a way that an
equal strength is achieved on all Ji,j with |i � j| = 1, as
demonstrated in the right panel of Fig. 2. The most ac-
curate nearest-neighbor Hamiltonian achieved with this
procedure presents a ⇠ 3% contamination on the non-
nearest-neighbor elements, and no contamination on the
nearest-neighbor elements.

As mentioned in Sec. II, the H
(yy) e↵ective Hamilto-

nian is chosen to arise from the Raman beams that ad-
dress the axial modes of the ions. If the transverse modes
were to be addressed, the Raman beams would have to
be detuned from the modes by the same amount as those
for the H

(xx) Hamiltonian, as these appear with the same
coupling in the Schwinger Hamiltonian. This however
would cause the dynamics to deviate from the e↵ective
Heisenberg model in Eq. (12), given the non-zero commu-
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Circuit and recourse analysis

Near term cost

|j⌘�1i
+1 �1...

|j0i H • • H H • • H S
† H • • H S S

† H • • H S

|ri • H • Rz(xt/4) • • Rz(xt/4) • H S
† H • Rz(�xt/4) • • Rz(�xt/4) • H • S

|r + 1i Rz(�xt/4) Rz(�xt/4) Rz(xt/4) Rz(xt/4)

Figure 3: A circuit to simulate the Schwinger model hopping terms,
r1

j=4 e≠iT (j)t/2
, in the order corresponding to

(50). The locality of the presented operator will be expanded to include ÷-distance CNOTs between qubits representing

fermionic degrees of freedom in quantum registers with one-dimensional connectivity. The gates labeled +1 and ≠1 are

the incrementer and decrementer circuits.

with S the “phase gate,” |0Í È0| + i |1Í È1|. To reduce clutter, these composite operators are denoted by

Gr := XrXr+1 + YrYr+1 and G̃r := XrYr+1 ≠ YrXr+1. (49)

To simulate a hopping term in the Trotter step V (t), we will employ the approximation

e≠i
xt

8 ((A+Ã)¢G+(B+B̃)¢G̃) ¥ e≠itT
(4)

/2e≠itT
(3)

/2e≠itT
(2)

/2e≠itT
(1)

/2, (50)

where

T (1) := x(A ¢ G)/4, (51)
T (2) := x(Ã ¢ G)/4, (52)
T (3) := x(B̃ ¢ G̃)/4, (53)
T (4) := x(B ¢ G̃)/4. (54)

A circuit representation of the right-hand side of (50) is given in Figure 3. This routine can be understood
in a simple way by first noting the similarity of the four T (i) operators:

T (2)
r

= S†
E,r

T (1)
r

SE,r (55)

T (3)
r

= S†
E,r

(Sb

0,r
Sf

r
)
1

≠T (1)
r

2
(Sb

0,r
Sf

r
)†SE,r (56)

T (4)
r

= (Sb

0,r
Sf

r
)
1

≠T (1)
2

(Sb

0,r
Sf

r
)† (57)

Consequently, the whole circuit is essentially just four applications of e≠itT
(1)

/2 along with appropriately inserted
basis transformations and rotation angle negations. The specific ordering of the T (i) chosen yields cancellations
that reduce the number of internal basis transformations that must be individually executed. A few single-
and two-qubit gates are also spared by additional cancellations. The remainder of this section addresses the
implementation of eûitT

(1)
/2.

To e�ect an application of e≠itT
(1)

/2, one can first transform to a basis in which X ¢ G is diagonal. (Recall
A is just X0 – a bit flip on the last bit of the bosonic register.) G is diagonalized by the so-called Bell states,

|—abÍ = |0 bÍ + (≠1)a |1 b̄ÍÔ
2

(58)

G |—abÍ = 2b(≠1)a |—abÍ (59)

with b̄ indicating the binary negation of b, while X is diagonalized by |±Í = (|0Í ± |1Í)/
Ô

2. From this, we have
that

e≠ ixt

8 X¢G |±Í |—00Í = |±Í |—00Í (60)

e≠ ixt

8 X¢G |±Í |—01Í = eû ixt

4 |±Í |—01Í (61)

e≠ ixt

8 X¢G |±Í |—10Í = |±Í |—10Í (62)

e≠ ixt

8 X¢G |±Í |—11Í = e± ixt

4 |±Í |—11Í . (63)

Thus, in the Bell basis, we implement rotations conditioned on a and b.
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Part of electric field 
interactions acting on 
gauge DOF registers

Sample gauge-fermion 
interaction block

|j0i Rz(20t) • • • • •

|j1i Rz(21t) Rz(21t) • • • •

|j2i Rz(22t) Rz(22t) Rz(23t) •
...

...
. . . . . .

|j⌘�2i Rz(2⌘�2t) Rz(2⌘�2t) Rz(2⌘�1t) • •

|j⌘�1i Rz(2⌘�1t) Rz(2⌘�1t) Rz(2⌘t) Rz(22⌘�3t)
(68)

Figure 4: Simplified circuit for simulating e≠iE2
r

t
in qubit limited setting. The circuit is shown acting on the product

state ¢÷≠1
k=0 |jkÍ to clearly mark which qubit each gate is intended to act upon although the circuit is valid for arbitrary

inputs.

The first two time slices of the circuit serve to change to the X ¢ G eigenbasis. The subsequent parallel Rz

rotations flanked by CNOTs implement the controlled rotations in the computational basis, taking

|zÍ |00Í æ |zÍ |00Í , (64)

|zÍ |01Í æ e(≠1)z̄ ixt

4 |zÍ |01Í , (65)
|zÍ |10Í æ |zÍ |10Í , (66)

|zÍ |11Í æ e(≠1)z ixt

4 |zÍ |11Í ; (67)

this is equivalent to acting with e≠ ixt

4 Z¢Z . After undoing the basis transformation, we will have e�ected
e≠ ixt

8 A¢G. Three similar operations are executed in the remainder of the circuit; an incrementer SE (denoted
by “+1”), the phase gates, and the overall minus sign on the rotations in the latter half of the circuit all stem
directly from the relations given in (55,56,57).

The above discussion is summarized below as a lemma for convenience.

Lemma 1. For any (evolution time) t œ R the operation

e≠itT
(4)

/2e≠itT
(3)

/2e≠itT
(2)

/2e≠itT
(1)

/2

can be performed using at most 8 + 2÷ single-qubit rotations, 4 ÷-qubit quantum Fourier transform circuits, 18
CNOT gates and no ancillary qubits.

3.2 Implementing (Diagonalized) Mass and Electric Energy Terms (D)
Lemma 2. The circuit provided in Figure 4 implements e≠iE

2
t on ÷ qubits exactly, up to an (e�ciently com-

putable) global phase, using (÷+2)(÷≠1)
2 CNOT operations and ÷(÷+1)

2 single-qubit rotations.

Proof. The time evolution associated with the electric energy can be exactly implemented utilizing the structure
of the operator. As defined in (14), E2 = diag[�2, (� ≠ 1)2, · · · , 1, 0, 1, · · · , (� ≠ 1)2], where � is the electric
field cuto�. Note that the diagonal elements are not distributed symmetrically—the first diagonal entry is �2

while the last entry is (� ≠ 1)2. This lack of symmetry is required to incorporate the gauge configuration with
zero electric field. However, symmetry can be leveraged by using the following operator identity:

E2 =
3

E + 1
2I

42
≠

3
E + I

2

4
+ I

4 (69)

The operator E+ 1
2 I = 1

2 diag[≠2�+1, · · · , ≠1, 1, · · · , 2�≠1] is skew persymmetric—containing positive-negative
pairs along the diagonal. We then have from (69) and since [Er, E2

r
] = 0 that

e≠iE
2
t = e≠i(E+ 1

2 I)2
tei(E+ 1

2 I)te≠it/4. (70)

Since unitaries are equivalent in quantum mechanics up to a global phase, we can ignore the last phase in the
computation (even if we didn’t want to ignore it, it can be e�ciently computed as t is a known quantity).
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Yukawa theory

Fermion hopping Fermion mass Free scalar fields Fermion scalar-field interaction

Analog-digital O (N) O (1) O (1) O
�
N2

�

Digital O (N) O (1) O (1) O
�
N2 (log⇤)2

�

Schwinger model

Fermion-gauge interaction Fermion mass Electric-field term

Analog-digital O (N) O (1) O(N)

Digital O
�
N2 (log⇤)2

�
O (1) O

�
N (log⇤)2

�

TABLE III. The scaling of the entangling-gate count per Trotter step as a function of the lattice size N and the cuto↵ on the
boson (phonon) excitations ⇤ for the Yukawa theory and the Schwinger model (within HOBM) assuming analog-digital and
fully digital implementations.

Hamiltonian H
(III)
Yukawa in Eq. (24) is implemented with a

single ancilla qubit and with O(N(N + 1)) spin-phonon
gates, which are considered to be free compared with
entangling spin-spin gates. In a fully digital implementa-

tion, e
�iH

(III)
Yukawa�t can be implemented by writing H

(III)
Yukawa

as

H
(III)
Yukawa =

g

N

X

j

X

k

r
2

"k

cos
�2⇡kj

N

�
 

†
j
 j(dk + d

†
k
)+

g

N

X

j

X

k

r
2

"k

sin(2⇡kj/N) †
j
 ji(dk � d

†
k
).

(48)

The implementation of these terms follows the procedure
explained in Ref. [39] in the case of realizing the dynam-
ics of fermion-gauge interaction term in the Schwinger
model. First, Eq. (48) indicates that the operations pro-
portional to A ⌘ (dk + d

†
k
) and B ⌘ i(dk � d

†
k
) opera-

tors are only performed if the fermion occupies a given
site, necessitating a controlled operation on the qubit reg-
ister of the fermion. The A and B operators are two
near-diagonal matrices whose exponential can be imple-
mented using the shift operators, that are realized using
quantum Fourier transform circuits and single-qubit ro-
tations in the Fourier space. As a reminder, for a bi-
nary number with log ⇤ digits, each quantum Fourier
transform requires O((log ⇤)2+log ⇤) CNOT operations.
Relating A and B operators to the shift operators re-
quires a periodic wrapping of the matrices, i.e., identi-
fying the least and most values of harmonic-oscillator
occupation. This unphysical modification can subse-
quently be removed by application of appropriate log ⇤-
controlled operations, amounting to O(log ⇤) additional
CNOT gates [39]. Putting everything together, including
the controlled operations required on the fermionic reg-
ister, and taking into account all the terms in the lattice

sums in Eq. (48), the time evolution operator e
�iH

(III)
Yukawa�t

can be implemented using O(N2(log ⇤)2) CNOT opera-
tions. Therefore, assuming that spin-phonon gates of the
hybrid scheme are free compared with spin-spin entan-

gling gates, the digital approach is inferior to the hy-
brid approach. Even if the spin-phonon gate performs
comparably to the spin-spin (CNOT) gate, the digital
scheme require O((log ⇤)2) more entangling operations
which can be significant when ⇤ � 1.

Such an advantage is at the core of the power of the hy-
brid approach: phonons are represented naturally and as
many phonon excitations as permitted in the dynamics
can be generated without the need to cut their spectrum
o↵. Of course, an excessive number of phonons in the
system can lead to Kerr cross-coupling and loss of co-
herence in the simulator, and therefore a balance should
be established between accuracy of the simulated theory
given a truncated boson spectrum and the experimen-
tal error in the simulator. It is for this reason that ex-
perimental benchmarks are necessary in confirming these
qualitative theoretical expectations. A summary of the
entangling-gate count of both schemes for evolving each
term in the Hamiltonian of the Yukawa theory is provided
in Table III.

B. The Schwinger model

Except for the time evolution of the fermion mass term,
both the fermion-gauge field interaction and the electric-
field term (the boson self interactions in the HOBM) are
implemented di↵erently in the hybrid and fully digital
schemes.

The circuit in Fig. 6 reveals that the time evolution of
the interacting fermion-boson field in the HOBM requires
O(N) spin-spin gates and O(N) spin-phonon gates, with
the latter expected to be not too costly. In the fully dig-

ital scheme, e
�iH

(I)0

U(1)
�t with the Hamiltonian in Eq. (41)

can be implemented following the circuit construction
described earlier in the case of fermion scalar-field in-
teractions of the Yukawa theory. The only di↵erences
are that now the bosons are defined locally, and associ-
ated with each site (link) there is one such boson (as op-
posed to N bosons associate with all momentum modes
in the Yukawa theory), and that the fermions correspond

Let us compare the circuit structure of digital and 
analog-digital cases when gauge DOF are present:

ZD, Linke, Pagano, arXiv:2104.09346 [quant-ph].
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The implementation of these terms follows the procedure
explained in Ref. [39] in the case of realizing the dynam-
ics of fermion-gauge interaction term in the Schwinger
model. First, Eq. (48) indicates that the operations pro-
portional to A ⌘ (dk + d

†
k
) and B ⌘ i(dk � d

†
k
) opera-

tors are only performed if the fermion occupies a given
site, necessitating a controlled operation on the qubit reg-
ister of the fermion. The A and B operators are two
near-diagonal matrices whose exponential can be imple-
mented using the shift operators, that are realized using
quantum Fourier transform circuits and single-qubit ro-
tations in the Fourier space. As a reminder, for a bi-
nary number with log ⇤ digits, each quantum Fourier
transform requires O((log ⇤)2+log ⇤) CNOT operations.
Relating A and B operators to the shift operators re-
quires a periodic wrapping of the matrices, i.e., identi-
fying the least and most values of harmonic-oscillator
occupation. This unphysical modification can subse-
quently be removed by application of appropriate log ⇤-
controlled operations, amounting to O(log ⇤) additional
CNOT gates [39]. Putting everything together, including
the controlled operations required on the fermionic reg-
ister, and taking into account all the terms in the lattice

sums in Eq. (48), the time evolution operator e
�iH

(III)
Yukawa�t

can be implemented using O(N2(log ⇤)2) CNOT opera-
tions. Therefore, assuming that spin-phonon gates of the
hybrid scheme are free compared with spin-spin entan-

gling gates, the digital approach is inferior to the hy-
brid approach. Even if the spin-phonon gate performs
comparably to the spin-spin (CNOT) gate, the digital
scheme require O((log ⇤)2) more entangling operations
which can be significant when ⇤ � 1.

Such an advantage is at the core of the power of the hy-
brid approach: phonons are represented naturally and as
many phonon excitations as permitted in the dynamics
can be generated without the need to cut their spectrum
o↵. Of course, an excessive number of phonons in the
system can lead to Kerr cross-coupling and loss of co-
herence in the simulator, and therefore a balance should
be established between accuracy of the simulated theory
given a truncated boson spectrum and the experimen-
tal error in the simulator. It is for this reason that ex-
perimental benchmarks are necessary in confirming these
qualitative theoretical expectations. A summary of the
entangling-gate count of both schemes for evolving each
term in the Hamiltonian of the Yukawa theory is provided
in Table III.

B. The Schwinger model

Except for the time evolution of the fermion mass term,
both the fermion-gauge field interaction and the electric-
field term (the boson self interactions in the HOBM) are
implemented di↵erently in the hybrid and fully digital
schemes.

The circuit in Fig. 6 reveals that the time evolution of
the interacting fermion-boson field in the HOBM requires
O(N) spin-spin gates and O(N) spin-phonon gates, with
the latter expected to be not too costly. In the fully dig-

ital scheme, e
�iH

(I)0

U(1)
�t with the Hamiltonian in Eq. (41)

can be implemented following the circuit construction
described earlier in the case of fermion scalar-field in-
teractions of the Yukawa theory. The only di↵erences
are that now the bosons are defined locally, and associ-
ated with each site (link) there is one such boson (as op-
posed to N bosons associate with all momentum modes
in the Yukawa theory), and that the fermions correspond

Let us compare the circuit structure of digital and 
analog-digital cases when gauge DOF are present:
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Figure 1. Experimental system for observing hopping of
a single phonon excitation between local transverse motional
modes along the X-direction. (a) The local phonon frequen-
cies are represented by Êi in a frame rotating at the transverse
common mode frequency Êx, and Ÿjk is the phonon hopping
strength between modes j and k. Phonon blockades on indi-
vidual sites (here ion 3) is implemented by driving resonant
red sideband transitions with strength �r

j that gives rise to
an energy splitting between the ground state |g, 0Í and the
first excited polaritonic states |±, 1Í. (b) An experimental
sequence where each ion is prepared in the ground state of
spin and motion |g, 0Í using Raman sideband cooling (SBC).
A single phonon is excited on ion 2 using fi-pulses at the blue
sideband (fib) and carrier (fi) transitions. Local phonon block-
ades are applied using resonant red sideband pulses (shown
in red). The hopping duration · is varied to observe the dy-
namics of local phonon occupancy (0 or 1 phonon) measured
by first projecting it to the internal spin states (|gÍ or |eÍ)
of each ion using red sideband fi-pulses (fir) followed by the
detection of state-dependent fluorescence from each ion using
a photomultiplier tube array.

sented by the blockade Hamiltonian as

Hb =
ÿ

j

�j |eÍjÈe|j +
ÿ

j

�r

j

2 (‡+
j aj + ‡

≠
j a

†
j
). (2)

Here, the spin-1/2 ‘ground’ and ‘excited’ states of the
j≠th ion are represented by |gÍj and |eÍj , respectively,
with energy splitting ÊHF , and spin raising and lowering
operators ‡

+
j and ‡

≠
j . A local motional red sideband is

driven at a Rabi frequency �r

j and detuned from reso-
nance by �j .

Phonon blockades are applied on individual sites that
have ions prepared in the ground state of spin and mo-
tion |g, 0Í, where the second index denotes the local mode
phonon number. Upon applying the Jaynes-Cummings
interaction at resonance (�j = 0), a maximal energy
splitting of |Êj ± �r

j/2| occurs between |g, 0Í and the
next excited polaritonic states |±, 1Í. This energy cost
suppresses phonons from entering the targeted sites and
thereby creates a blockade (see Fig. 1a). This scheme
is analogous to implementing photon blockades using
single-atom cavity QED systems [18].

The experiment consists of a linear chain of three
171Yb+ions, each with an internal spin defined by a pair
of hyperfine ‘clock’ states as |gÍ = |F = 0, mF = 0Í
and |eÍ = |F = 1, mF = 0Í of the 2S1/2 electronic
ground level with a hyperfine energy splitting of ÊHF =
2fi ◊ 12.642812 GHz [19]. Here, F and mF denote the
quantum numbers associated with the total atomic an-
gular momentum and its projection along the quantiza-
tion axis defined by an applied magnetic field of 5.2 G.
The external motion of the trapped ions is defined by
a linear rf-Paul trap with transverse (X,Y) and axial
(Z) harmonic confinement at frequencies {Êx, Êy, Êz} =
2fi ◊ {3.10, 2.85, 0.15} MHz such that the ion chain is
aligned along Z with a distance of dj,j+1 = 10.1(2) µm
between adjacent ions. During an experiment, we excite
local phonons in the transverse modes along X, which
can then hop between the ion sites. The inherent hop-
ping rates are approximately Ÿj,j+1 ¥ 2fi ◊ 3 kHz and
Ÿj,j+2 ¥ Ÿj,j+1/8, respectively. The combined e�ect of
the transverse (X) harmonic confinement and repulsion
between ions (determined by djk) define the position-
dependent local mode frequency shifts {Êj}. Fig. 1a
represents the local modes with frequencies {Êj} in a
frame rotating at the common mode frequency Êx.

Coherent control of the spin and motion of each ion
is implemented with stimulated Raman transitions using
a 355 nm mode-locked laser [20], where pairs of Raman
beams couple the spin of an ion to its transverse motion
[3]. A global beam illuminates the entire chain, and a
counterpropagating array of individual addressing beams
is focused to a waist of ¥ 1µm at each ion. The beat note
between the Raman beams can then be tuned to ÊHF to
implement a “carrier” transition for coherent spin flips, or
tuned to ÊHF ±(Êx +Êj) to drive a blue- or red-sideband
transition involving local phonon modes. The individual
addressing beams are modulated independently using a
multi-channel acousto-optic modulator [21], each chan-
nel of which is driven by a separate arbitrary waveform
generator [22]. The wave vector di�erence �k̄ between
Raman beams has a projection along both the X and Y
directions of motion. Each transverse mode can then be
addressed by tuning near their sideband transitions. In
order to spectrally resolve each local mode, we choose
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Figure 2. The evolution of local phonon occupancies with initial single-phonon excitations on ions 1, 2, and 3 as shown by
the shaded orange, green, and blue circles, respectively. In the absence of a blockade (a-c), the dynamics are governed by
the hopping strengths {Ÿjk} and the local mode frequencies {Êj}. The corresponding dynamics in the presence of a blockade
(d-g) indicate hopping suppression, which is determined by the blockade strength {�r

j }. The theoretical plots are obtained by
fitting a Jaynes-Cummings Hubbard model (Hamiltonian in Eq. 1 and 2) with free parameters {�r

j }, {Êj} and {Ÿjk} using all
evolution data sets collectively. Error bars represent statistical uncertainties of 2‡.

sideband Rabi frequencies �r

j , �b

j < |Êx ≠ Êy|, while also
satisfying |Êj | π |Êx ≠ Êy| to prevent crosstalk between
the modes.

A typical experimental sequence, as shown in Fig. 1b,
starts with the preparation of each ion in state |g, 0Í by
Doppler cooling and subsequent Raman sideband cooling
of each of the transverse modes. A single phonon excita-
tion is introduced at a single site by resonantly driving
a blue-sideband and carrier fi≠pulse to prepare the state
|g, 1Í. In order to minimize the e�ect of hopping during
this process, the sideband and carrier fi≠pulses are kept
short (¥ 10 µs and ¥ 1 µs, respectively). Phonon block-
ades are applied to particular ions, initially prepared in
the |g, 0Í state, by resonantly driving the red-sidebands of
their respective local modes. Finally, the single phonon
occupancy denoted by states |g, 0Í and |g, 1Í is measured
at each site using a red-sideband fi≠pulse on each ion,
which coherently projects it to spin states |gÍ and |eÍ,
respectively. The spin-dependent fluorescence can then
be detected using a multi-channel photomultiplier tube,
thereby measuring a binary phonon occupancy of 0 or 1
for each site [3, 19].

Figure 2 shows the hopping dynamics. During free
hopping, a single excitation is observed to hop predomi-
nantly to the neighboring site. The extent of hopping is
indicated by the amplitude of the oscillations in phonon
occupancy. This is determined by the strength of hopping
Ÿjk relative to the energy splitting between local modes

Parameter Fitted value Measured value

Ê12 11.58 —
Ê23 7.36 —
Ÿ12 2.90 3.27(19)
Ÿ23 2.96 3.36(20)
�r

1 39.7 43.1(16)
�r

2 45.9 47.6(14)
�r

3 46.3 46.0(19)

Table I. Observed experimental parameters relevant to hop-
ping and the blockade in units of 2fi◊kHz. The values ob-
tained from fits to the hopping data (Fig.2) are compared
with those obtained from direct measurement. The mea-
sured hopping rate Ÿij is obtained from inter-ion distances
{d12, d23} = {10.1(2), 10.0(2)}µm, where the systematic error
is due to uncertainty in dij . The measured red-sideband Rabi
frequency is directly obtained from sideband spectroscopy
(see Fig.S1). The local mode frequencies measured from side-
band spectroscopy are not given due to large Stark shifts that
vary between experimental runs with beam alignment [23].

Êjk = Êj ≠ Êk. We observe di�erent hopping rates be-
tween ions 1 and 2 compared to that between 2 and 3,
which indicates an asymmetry in the local mode energy
di�erences, |Ê12| ”= |Ê23|. This is likely due to a sta-
ble non-linearity in the transverse confinement of the ion

Debnath et al, Phys. Rev. Lett. 120, 073001 (2018).

Monroe-Linke Group

Is phonon control experimentally feasible? Yes…at 
least for small systems so far!

ZD, Linke, Pagano, arXiv:2104.09346 [quant-ph].
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THE ANALOG SCHEME CAN BE APPLIED 
TO CHERN-SIMONS THEORY IN 2+1 D:
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spin systems by providing examples of relevant gauge
theories. Explicit scenarios for given ion-trap architec-
tures are straightforward to obtain, following optimiza-
tion strategies presented for the case of the Schwinger
model.

IV. ANALOG SIMULATIONS OF SYSTEMS IN
HIGHER DIMENSIONS WITH A 1D CHAIN OF

IONS

With a generic Heisenberg model and an e↵ective mag-
netic field engineered in Sec. II, it is clear that a wide
range of couplings among spins can be tailored, as was
demonstrated for the case of the Schwinger model. In
particular, as seen in Sec. III, the H

(↵↵) with ↵ = x, y, z

does not have to be necessarily nearest neighbor or of any
particular form, as the multi-frequency, multi-amplitude
scheme of this work allows an arbitrary Ji,j to be pro-
duced. This observation implies that spin systems in
higher spatial dimensions can be engineered as well, as
was also noted in Ref. [82]. One only needs to map the
points on a 2D or 3D lattice to a linear chain of ions along
with their corresponding couplings. Of course, with a
fixed number of ions in a given experiment, this means
that the finite-size e↵ects in the dynamics of the system
under study will be larger, as e.g., in the case of square
and cubic lattices the spatial extent of the system will be
N

1/2 and N
1/3, respectively. Nevertheless, this possibil-

ity implies that a linear quantum system can be used as a
platform for analog simulations of theories in any dimen-
sion, bringing the versatility of such an analog platform
closer to its digital counterpart.

A. 2+1D Abelian Chern-Simons theory coupled to
fermions

As an example of an interesting field theory in 2+1D,
consider the Chern-Simons theory coupled to fermions.
This theory is of broad impact on a range of problems
in theoretical physics, from the theory of the integer and
fractional quantum Hall e↵ects to knot theory and par-
ity anomalies in quantum field theory, see Ref. [93] for a
review. Since the theory is topological in the continuum,
the construction of a discretized counterpart of the theory
turned out to be non-trivial as a lattice has explicit refer-
ence to a given coordinate system and metric. However,
it has been shown [94, 95] that one can still formulate a
U(1) LGT that retains gauge invariance on arbitrary 2D
planar graphs, has no local excitations (hence is topo-
logical) and in the long-wavelength limit approaches the
Chern-Simons theory in the continuum. As is discussed
in Ref. [95], a lattice formulation of the Chern-Simons
theory is invaluable in investigations of fractional Chern
insulators that occur in given lattice geometries. As a
result, it is interesting to ask if a quantum-simulation
protocol for this theory can be devised on the simulating

platform of this work.
A known result [94] in the context of the generalized

Jordan-Wigner transformation in higher dimensions is
Fradkin’s proof of equivalence between the spin- 1

2 XY
model on a 2D Bravais lattice and a Chern-Simons theory
in 2+1D coupled to fermions, provided that the strength
of the Chern-Simons’ term in the Lagrangian density:

LCS = a
†(x)iD0a(x) �

X

j=1,2

h
a
†(x)eiAj(x)

a(x + n̂j)+

h.c.] �
✓

4
✏
µ⌫�

Aµ(x)F⌫�(x) (24)

is ✓ = 1
2⇡

[94]. Here, time is assumed to be continuous
while spatial coordinates are defined on a square lattice,
i.e., x = (t,n) where n is a vector whose components are
integer multiples of the lattice spacing.12 µ, ⌫ = 0, 1, 2
with the zeroth direction being the time direction, a is
a complex spinless fermion field, Aµ is the gauge field,
Dµ = @µ � iAµ is the covariant derivative, Fµ⌫ is the
field-strength tensor: Fµ⌫ = @µA⌫ � @⌫Aµ, and ✏

µ⌫� is
the Levi-Civita symbol. Note that the A0 field does not
have any dynamics and can be set equal to zero with
the choice of a temporal gauge. The physical sector of
the theory, i.e., states that satisfy the Gauss’s law, can
be identified from the condition �S

�A0
= 0, where S is

the action. These states then correspond to those for
which a

†(x)a(x) � ✓✏ij [Aj(x + n̂i) � Aj(x)] = 0. It is
also clear that the Hamiltonian of the theory vanishes in
the absence of matter fields, which is a desired feature of
the topological theory. In the presence of matter fields,
i.e., the Hamiltonian corresponding to Eq. (24) is

HCS =
X

n

X

j=1,2

h
a
†(n)eiAj(n)

a(n + n̂j) + h.c.
i
.(25)

Note that the time dependence of the fields is now im-
plicit considering the Hamiltonian equations of motion.
As is shown in Ref. [94], the gauge links can be elimi-
nated from the Hamiltonian with the use of Gauss’s law,
at the cost of changing the equal-time commutation re-
lation of fermions. This is in fact a great advantage since
when ✓ = 1

2⇡
(or in general when 1

2✓
is an odd multi-

ple of ⇡), the new commutation relations are those of
hardcore bosons, i.e., the spin- 1

2 matrices. As a result,
this procedure can be realized as a 2D generalization of
the familiar Jordan-Wigner transformation. Explicitly,
by performing the transformations a ! e

i�
a ⌘ ã and

a
†

! a
†
e
�i�

⌘ ã
†, where Aj(n) ⌘ �j(n + n̂i) � �j(n),

one arrives at

HCS =
X

n

X

j=1,2

h
�

(n)
+ �

(n+n̂j)
� + h.c.

i
, (26)

where the following identifications are assumed: �
(n)
+ =

ã
†(n), �

(n)
� = ã(n), and �

(n)
z = 1�2a

†(n)a(n). Eq. (26)

12 For a general formulation on 2D planar lattices, see Refs. [95, 96].
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12 For a general formulation on 2D planar lattices, see Refs. [95, 96].
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FIG. 9. The upper-left panel shows a 5⇥ 5 spatial lattice corresponding to the Z2 Hamiltonian in Eq. (27). An open boundary
condition is adopted, and a select plaquette term in the Hamiltonian is shown. The center of the plaquettes defines the sites of a
dual lattice, as depicted by the green points, and are separately shown in the right panel. Such a 2D configuration corresponds
to the Ising Hamiltonian in Eq. (28), which can now be mapped to a 1D chain of ions, as shown in the lower panel of the figure.

{�x(l), �z(l)}, where �x(l) = e
i⇡E(l) and �z(l) = e

iA(l).
Here, l denotes a link on the 2D spatial lattice, A(l) is
the gauge field evaluated on link l with A(l) = {0, ⇡}.
E(l) is the corresponding “electric field” with E(l) =
{0, 1}. Note that in order to keep the presentation sim-
ple, we have not used bold-faced quantities for the two-
dimensional vectors A(l) and E(l), as their directionality
on the 2D plane is implicit from the directionality of the
link arguments. The lattice Hamiltonian of such a pure
gauge theory consists of “electric” and “magnetic” terms:

H2+1D Z2 = �
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�z(l1)�z(l2)�z(l3)�z(l4).

(27)

Here, the first (second) sum runs over all links (plaque-
ttes) on the 2D lattice, and open boundary conditions are
assumed. A plaquette is defined as the product of four
gauge links staring from the lower-left corner and moving
counterclockwise, see the upper right panel of Fig. 9. The
Hamiltonian in Eq. (27) remains invariant under a local
gauge transformation which flips the sign of �z on links
sharing site n, but does not a↵ect �x on links sharing the
same site. The Gauss’s law corresponding to this sym-
metry defines the physical sector of the theory, namely
states for which the eigenvalue of the Gauss’s law oper-
ator G(n) =

Q
n

�x(ln) is unity, where ln denotes all the
four links that meet at point n.

To establish a duality relation with the 2D Ising model,
the gauge invariance can be taken into account to: i) fix

the gauge conveniently such that �z on all links along one
of the spatial directions is set to unity, ii) use the operator
identity G(n) = 1 in the physical Hilbert space of the the-
ory to replace �x along the same space direction as in i)
with those along the other direction. These two steps in-
spire the replacements �z(l1)�z(l2)�z(l3)�z(l4) ! �x(p),
and

Q
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�x(l̃0) ! �z(p) (which is allowed as the new
{�x, �z} set has the same commutation relations as the
original set). In the first replacement rule, p denotes the
plaquette formed by links l1, l2, l3, l4, and in the second
rule, it denotes the plaquette whose left bottom corner
is the point at which l̃ starts. The product is over all
links prior to and including link l̃, and tilde is used to
denote the space dimension for which the gauge remains
unfixed. It is now easy to see that in terms of the new
spin operators, the Hamiltonian in Eq. (27) can be writ-
ten as
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where in the last line, n refers to points on the “dual”
lattice defined by the center of spatial plaquettes in the
original lattice, see Fig. 9. hp, p

0
i in the first line denotes

the nearest-neighbor plaquettes. For further detail on
the expected phase diagram of the theories at di↵erent
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FIG. 2. The degrees of freedom of the lattice-regularized scalar field theory coupled to staggered fermions in 1+1 D (top row)
are mapped to those in a linear trapped-ion quantum simulator (bottom row) with individual laser-beam addressing. This
scheme involves only normal modes of motion.

field. Inputting Eqs. (22) and (23) in Eq. (21), and us-
ing the commutation relations of the bosonic operators:
[dk, dk0 ] = [d†

k
, d

†

k0 ] = 0 and [dk, d
†

k0 ] = �k,k0 , one arrives
at the well-known Hamiltonian

H
(II)
Yukawa =

N/2�1X

k=�N/2

"k (d†

k
dk +

1

2
), (24)

describing the energy of N uncoupled quantum harmonic
oscillators. Finally, the interacting fermion scalar-field
Hamiltonian is

H
(III)
Yukawa = gb

NX

j=1

 
†

j
'j j , (25)

where field ' must be realized as the collection of quan-
tum harmonic oscillators through Eq. (22).

B. The mapping to an analog-digital circuit

To map the Hamiltonian in Eq. (19) to the building
blocks of the analog-digital trapped-ion simulators in-
troduced in Sec. II, one may first transform the stag-
gered fermionic fields straightforwardly to the spin op-
erators through a Jordan-Wigner transformation:  i =Q

l<j
(i�z

l
)��

j
and  

†

i
=

Q
l<j

(�i�
z

l
)�+

j
with �

±

j
=

1
2 (�x

j
± i�

y

j
). Additionally, the harmonic oscillators can

be mapped to the phonons associated with the normal
modes of the motion (in either the axial or one of the
transverse directions depending on the convenience of the
experimental setting). Explicitly, with the labeling rule

defined after Eq. (1), the mapping to the transverse nor-
mal modes along the x direction reads: dk := ak+N/2+1

and d
†

k
:= a

†

k+N/2+1 for k = �N/2, �N/2+1, , · · · , N/2�

1. To keep the occupation of these modes una↵ected
while implementing spin-spin entangling gates, the other
set of transverse modes or the axial modes can be ad-
dressed to implement the MS gates. With the degrees of
freedom in the simulated theory being mapped to qubit
and phonon degrees of freedom of the trapped-ion simu-
lator, what is left to identify are the gate operations that
implement e

�iHYukawat. Given the digital setting of this
proposal, the time-evolution operator can be digitized
using the lowest-order Trotter-Suzuki expansion [147].
Higher-order expansions [148, 149], as well other state-of-
the-art simulation algorithms [150–158], can be similarly
investigated within the current approach, but will not be
discussed further in this work.

To map the Hamiltonian in Eq. (19) to the Hamiltoni-
ans associated with the gates introduced in the previous
section, a re-arrangement of the terms is performed such
that HYukawa is now broken down to

H
(I)0

Yukawa =
1

4b

NX

j=1

�
x

j
�

x

j+1, (26)

H
(II)0

Yukawa =
1

4b

NX

j=1

�
y

j
�

y

j+1, (27)

H
(III)0

Yukawa =
m 

2

NX

j=1

(�1)j
�

z

j
+ const., (28)

6

Here, ek = ek x̂ where ek is the wave-vector of the standing-

wave beam and e⌘ ⌘ ekx(0) =
q

ek2

2Mion!
x is the correspond-

ing Lamb-Dicke parameter. Note that the standing wave
is only exciting the local modes of motion along one di-
rection based on the choice of the wave-vector. Eq. (17)
does not consider higher-order terms in e⌘2 that can be

neglected in the regime e⌘ h(ax
j
+ a

x†

j
)2i

1/2
⌧ 1. It also ne-

glects phonon non-conserving operators that rotate with
at least the frequency !x, and can be adiabatically elim-
inated as long as F e⌘2

/!
x

⌧ 1 [120].
Analogous to the previous gates, phonon-phonon ro-

tations of arbitrary angles can be obtained by applying
H

s.w.
j

for time ⌧aa

gate, to be deduced from the relation

R
aa

j
(�(1)

,�
(2)) ⌘ e

�i

⇥
�

(1)(ax
j

†
a

x
j)+�

(2)(ax
j

†
a

x
j)

2
⇤

= e
�iH

s.w.
j ⌧

aa
gate . (18)

An important point to notice regarding this gate is that
according to Eq. (17), the relative size of the coe�cients
of the a

x
j

†
a

x
j

and (ax
j

†
a

x
j
)2 terms, �(1)

/�
(2), is fixed to

(�1 + e⌘2)/e⌘2, while the overall strength of these terms
can be tuned arbitrarily by changing F via the standing-
wave intensity, as long as the condition F e⌘2

/!
x

⌧ 1 is
not violated. The ratio constraint may seem too limiting
for simulating an arbitrary Hamiltonian containing both
phonon terms. However, as shown in Sec. IV, the de-
sired ratio of the coe�cients in the simulation of the lat-
tice Schwinger model can be engineered by appropriately
choosing the laser frequencies, which amounts to choos-
ing a suitable interaction picture. Last but not least, if
the simulated theory requires site-dependent coe�cients
for the phonon-phonon couplings, individual standing-
wave beams could replace the global beam in Eq. (17),
at the expense of added experimental complexity.

III. A YUKAWA THEORY: SCALAR FIELDS
COUPLED TO (STAGGERED) FERMIONS

A scalar field theory coupled to fermions describes the
coupling of the Higgs boson to fermions of the Standard
Model through Yukawa interactions, and is responsible
for dynamical mass generation and fermion mixing in na-
ture. Non-perturbative studies of the Yukawa theory us-
ing lattice-regularized Euclidean field-theory simulations
have drawn considerable interest [134–141] as they reveal
important connections to the cuto↵ scale of the Standard
Model and questions regarding quantum triviality [142].
In the context of cosmology and the early universe, non-
perturbative simulations are required for studies of non-
equilibrium and real-time dynamics of this theory and
its beyond-the-Standard-Model cousins [143]. A scalar
field theory coupled to (non-relativistic) fermions is also
the e↵ective field theory description of the Yukawa in-
teractions among the nucleons and pions, and enters the
quantum many-body description of nuclei [144–146]. It
is therefore highly relevant to investigate the prospects

for quantum simulation of such theories, including the
suitability of the hybrid analog-digital approach. In the
following, we focus on a simple case: a scalar field the-
ory coupled to one flavor of staggered fermions in 1+1
D and without the possibility of self-interactions among
the scalar fields. Later, we comment on the applicability
of this proposal for self-interacting scalar fields and the
higher-dimensional case, and will point out the requisite
extensions.

A. The Yukawa model

Consider a one-dimensional spatial lattice with N sites,
lattice spacing b, and with periodic boundary conditions
(PBCs) imposed on the fields.6 The Hamiltonian of the
lattice-regularized Yukawa theory to be simulated with a
trapped-ion quantum simulator consists of

HYukawa = H
(I)
Yukawa + H

(II)
Yukawa + H

(III)
Yukawa, (19)

where the purely-fermionic Hamiltonian

H
(I)
Yukawa =

NX
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
i
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( †

j
 j+1 �  

†

j+1 j) + m (�1)j
 

†

j
 j

�

(20)

describes the hopping term and the mass term of one
flavor of staggered fermions with mass m . Note that
PBCs impose the identification  N+1 ⌘  1. The free
scalar-field Hamiltonian is

H
(II)
Yukawa = b

NX

j=1


⇧2

j

2
+

(r'j)2

2
+

m
2
'

2
'

2
j

�
, (21)

where ⇧j is the conjugate momentum corresponding to
the scalar field 'j , i.e. ['j ,'j0 ] = [⇧j , ⇧j0 ] = 0 and
['j , ⇧j0 ] = i(Nb)�1

�j,j0 . These fields can be quantized in
the standard way to obtain a representation in terms of
the (bosonic) harmonic-oscillator creation (d†

k
) and anni-

hilation (dk) operators,

'j =
1

p
Nb

N/2�1X

k=�N/2

1
p

2"k

(d†

k
e
�i2⇡kj/N + dke
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(22)
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(d†
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�i2⇡kj/N

� dke
i2⇡kj/N ),

(23)

where k labels the corresponding momentum mode pk ⌘

2⇡k/(Nb), and "k =
q

( 2⇡k

Nb
)2 + m2

'
is the correspond-

ing energy, with m' being the bare mass of the scalar

6 Other boundary conditions can be studied with minimal adjust-
ments.
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j)+�

(2)(ax
j

†
a

x
j)

2
⇤

= e
�iH

s.w.
j ⌧

aa
gate . (18)

An important point to notice regarding this gate is that
according to Eq. (17), the relative size of the coe�cients
of the a

x
j

†
a

x
j

and (ax
j

†
a

x
j
)2 terms, �(1)

/�
(2), is fixed to

(�1 + e⌘2)/e⌘2, while the overall strength of these terms
can be tuned arbitrarily by changing F via the standing-
wave intensity, as long as the condition F e⌘2

/!
x

⌧ 1 is
not violated. The ratio constraint may seem too limiting
for simulating an arbitrary Hamiltonian containing both
phonon terms. However, as shown in Sec. IV, the de-
sired ratio of the coe�cients in the simulation of the lat-
tice Schwinger model can be engineered by appropriately
choosing the laser frequencies, which amounts to choos-
ing a suitable interaction picture. Last but not least, if
the simulated theory requires site-dependent coe�cients
for the phonon-phonon couplings, individual standing-
wave beams could replace the global beam in Eq. (17),
at the expense of added experimental complexity.

III. A YUKAWA THEORY: SCALAR FIELDS
COUPLED TO (STAGGERED) FERMIONS

A scalar field theory coupled to fermions describes the
coupling of the Higgs boson to fermions of the Standard
Model through Yukawa interactions, and is responsible
for dynamical mass generation and fermion mixing in na-
ture. Non-perturbative studies of the Yukawa theory us-
ing lattice-regularized Euclidean field-theory simulations
have drawn considerable interest [134–141] as they reveal
important connections to the cuto↵ scale of the Standard
Model and questions regarding quantum triviality [142].
In the context of cosmology and the early universe, non-
perturbative simulations are required for studies of non-
equilibrium and real-time dynamics of this theory and
its beyond-the-Standard-Model cousins [143]. A scalar
field theory coupled to (non-relativistic) fermions is also
the e↵ective field theory description of the Yukawa in-
teractions among the nucleons and pions, and enters the
quantum many-body description of nuclei [144–146]. It
is therefore highly relevant to investigate the prospects

for quantum simulation of such theories, including the
suitability of the hybrid analog-digital approach. In the
following, we focus on a simple case: a scalar field the-
ory coupled to one flavor of staggered fermions in 1+1
D and without the possibility of self-interactions among
the scalar fields. Later, we comment on the applicability
of this proposal for self-interacting scalar fields and the
higher-dimensional case, and will point out the requisite
extensions.

A. The Yukawa model

Consider a one-dimensional spatial lattice with N sites,
lattice spacing b, and with periodic boundary conditions
(PBCs) imposed on the fields.6 The Hamiltonian of the
lattice-regularized Yukawa theory to be simulated with a
trapped-ion quantum simulator consists of

HYukawa = H
(I)
Yukawa + H

(II)
Yukawa + H

(III)
Yukawa, (19)

where the purely-fermionic Hamiltonian

H
(I)
Yukawa =

NX

j=1


i

2b
( †

j
 j+1 �  

†

j+1 j) + m (�1)j
 

†

j
 j

�

(20)

describes the hopping term and the mass term of one
flavor of staggered fermions with mass m . Note that
PBCs impose the identification  N+1 ⌘  1. The free
scalar-field Hamiltonian is

H
(II)
Yukawa = b

NX

j=1


⇧2

j

2
+

(r'j)2

2
+

m
2
'

2
'

2
j

�
, (21)

where ⇧j is the conjugate momentum corresponding to
the scalar field 'j , i.e. ['j ,'j0 ] = [⇧j , ⇧j0 ] = 0 and
['j , ⇧j0 ] = i(Nb)�1

�j,j0 . These fields can be quantized in
the standard way to obtain a representation in terms of
the (bosonic) harmonic-oscillator creation (d†

k
) and anni-

hilation (dk) operators,

'j =
1

p
Nb

N/2�1X

k=�N/2

1
p

2"k

(d†

k
e
�i2⇡kj/N + dke

i2⇡kj/N ),

(22)

⇧j =
i

p
Nb

N/2�1X

k=�N/2

r
"k

2
(d†

k
e
�i2⇡kj/N

� dke
i2⇡kj/N ),

(23)

where k labels the corresponding momentum mode pk ⌘

2⇡k/(Nb), and "k =
q

( 2⇡k

Nb
)2 + m2

'
is the correspond-

ing energy, with m' being the bare mass of the scalar

6 Other boundary conditions can be studied with minimal adjust-
ments.
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FIG. 2. The degrees of freedom of the lattice-regularized scalar field theory coupled to staggered fermions in 1+1 D (top row)
are mapped to those in a linear trapped-ion quantum simulator (bottom row) with individual laser-beam addressing. This
scheme involves only normal modes of motion.

field. Inputting Eqs. (22) and (23) in Eq. (21), and us-
ing the commutation relations of the bosonic operators:
[dk, dk0 ] = [d†

k
, d

†

k0 ] = 0 and [dk, d
†

k0 ] = �k,k0 , one arrives
at the well-known Hamiltonian

H
(II)
Yukawa =

N/2�1X

k=�N/2

"k (d†

k
dk +

1

2
), (24)

describing the energy of N uncoupled quantum harmonic
oscillators. Finally, the interacting fermion scalar-field
Hamiltonian is

H
(III)
Yukawa = gb

NX

j=1

 
†

j
'j j , (25)

where field ' must be realized as the collection of quan-
tum harmonic oscillators through Eq. (22).

B. The mapping to an analog-digital circuit

To map the Hamiltonian in Eq. (19) to the building
blocks of the analog-digital trapped-ion simulators in-
troduced in Sec. II, one may first transform the stag-
gered fermionic fields straightforwardly to the spin op-
erators through a Jordan-Wigner transformation:  i =Q

l<j
(i�z

l
)��

j
and  

†

i
=

Q
l<j

(�i�
z

l
)�+

j
with �

±

j
=

1
2 (�x

j
± i�

y

j
). Additionally, the harmonic oscillators can

be mapped to the phonons associated with the normal
modes of the motion (in either the axial or one of the
transverse directions depending on the convenience of the
experimental setting). Explicitly, with the labeling rule

defined after Eq. (1), the mapping to the transverse nor-
mal modes along the x direction reads: dk := ak+N/2+1

and d
†

k
:= a

†

k+N/2+1 for k = �N/2, �N/2+1, , · · · , N/2�

1. To keep the occupation of these modes una↵ected
while implementing spin-spin entangling gates, the other
set of transverse modes or the axial modes can be ad-
dressed to implement the MS gates. With the degrees of
freedom in the simulated theory being mapped to qubit
and phonon degrees of freedom of the trapped-ion simu-
lator, what is left to identify are the gate operations that
implement e

�iHYukawat. Given the digital setting of this
proposal, the time-evolution operator can be digitized
using the lowest-order Trotter-Suzuki expansion [147].
Higher-order expansions [148, 149], as well other state-of-
the-art simulation algorithms [150–158], can be similarly
investigated within the current approach, but will not be
discussed further in this work.

To map the Hamiltonian in Eq. (19) to the Hamiltoni-
ans associated with the gates introduced in the previous
section, a re-arrangement of the terms is performed such
that HYukawa is now broken down to

H
(I)0

Yukawa =
1

4b

NX

j=1

�
x

j
�

x

j+1, (26)

H
(II)0

Yukawa =
1

4b

NX

j=1

�
y

j
�

y

j+1, (27)

H
(III)0

Yukawa =
m 

2

NX

j=1

(�1)j
�

z

j
+ const., (28)

8

H
(IV )0

Yukawa =

r
g2b

8N

NX

j=1

(Ij + �
z

j
)

NX

m=1

1
p

"m
⇥

(a†

me
�i

2⇡j
N (m�

N
2 �1) + ame

i
2⇡j
N (m�

N
2 �1)) +

NX

m=1

"m(a†

mam +
1

2
), (29)

where the mapping to spin and phonon degrees of free-
dom has already been carried out. To generate the free
scalar-field Hamiltonian in Eq. (24) for generic mode-
dependent coe�cients "k ! "m=k+N/2+1, one can re-
sort to a change of interaction-picture Hamiltonian [115].
The gates obtained so far are in an interaction pic-
ture derived using the free Hamiltonian of the ion sys-
tem in Eq. (1), containing the harmonic-oscillator en-
ergy term with mode-independent and experimentally-
fixed coe�cients. However, one can introduce the termP

m e"m(a†
mam + 1

2 ) in the interacting Hamiltonian by ap-
propriately choosing the rotating frame. e"m is the prop-
erly rescaled "m accounting for the ratio of the model time
variable and the experimental gate time, see the descrip-
tion after Eq. (35). In particular, setting the free Hamil-
tonian to Hion�

P
m e"m(a†

mam+ 1
2 ), the Hamiltonian in the

interaction picture becomes H
0

ion-laser+
P

m e"m(a†
mam+ 1

2 ).
Operationally, this implies adjusting the detuning of the
red and blue sideband transitions, in other words tuning
the laser frequency to !

L

j
�!0 = ±(!k �e"k), which would

implement the desired mode-dependent term e"k(a
†

kak+
1
2 )

in the evolution.
However, this is not the full picture yet, since the evo-

lution of the Yukawa theory will be implemented in a
digital manner. In particular, there will be multiple side-
band operations (when implementing spin-phonon gates)
during each step of the Trotter evolution, and these e↵ec-
tively implement the phonon-energy term as well. There-
fore, one must ensure that this term will be induced
with the correct coe�cient. As will be seen below, im-
plementing the time evolution of the Yukawa theory re-
quires introducing an ancilla ion and amounts to a to-
tal of N + 1 multi-mode spin-phonon gates per Trotter
step. This necessitates changing the free Hamiltonian
to Hion �

1
(N+1)

P
m e"m(a†

mam + 1
2 ), which leads to the

interaction-picture Hamiltonian

H
00

ion-laser =
NX

j=1

X

L

⌦L

j

2


e
i
P

m ⌘m,j(ame
�i(!m� e"m

(N+1)
)t

+

a
†
me

i(!m� e"m
(N+1)

)t
)
e
�i(!L

j �!0)t+i�
L
j �

+
j

+ h.c.

�
+

1

(N + 1)

NX

m=1

e"m(a†

mam +
1

2
), (30)

where
P

L
is introduced to denote the possibility of si-

multaneous application of N beatnote frequencies !
L

j
⌘

!0 ± (!k �
1

N+1 e"k) for all k 2 {1, · · · , N} with their asso-

ciated amplitude ⌦L

j
⌘ ⌦k,j and phase �

L

j
⌘ �k,j , which

is taken advantage of in the application of spin-phonon
gates in the following. It should be emphasized again that
experimentally, the change in the interaction picture cor-
responds to detuning each of the spin-phonon operations.
Note that the (N + 1)th normal mode is not a↵ected by
the chosen interaction picture, as its dynamics are irrel-
evant in simulating the scalar fields.

With these adjustments, the time evolution of the
Yukawa theory for duration �t can now be correctly ob-
tained considering

e
�iH

0
Yukawa�t = e

�iH
(I)0
Yukawa�te

�iH
(II)0
Yukawa�te

�iH
(III)0
Yukawa�t ⇥

e
�iH

(IV )0
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�
(�t)2

�
, (31)

and upon expressing each evolution term as

e
�iH
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with ✓j = 1
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4
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with ✓m,j = ✓m,N+1 =
q

g2b

8N"m
�t and �m,j = 2⇡j

N
(m�

N

2 �

1), and with all values of m in the range {1, · · · , N}.
R
�

j
(✓j , �j) is defined in Eq. (4) and its operation re-

mains the same despite the change in the interaction-
picture Hamiltonian. R

�a

{m},j
({✓m,j}, {�m,j}) is defined in

Eq. (10) but must be realized with red and blue sideband
detunings !

L

j
�!0 = ±(!k�

1
(N+1) e"k) with e"k⌧

�a

gate = "k�t,

where ⌧
�a

gate is determined from Eq. (10) with the ✓m,j

values specified above. It should be noted that expecta-
tion values of observables are invariant under the change
in the interaction picture as long as the time-dependent
states are transformed accordingly. For simple observ-
ables such as fermion and boson occupations, measure-
ments in the original basis obtain the correct expecta-
tion values as the corresponding operators commute with
the transformation [159, 160]. Finally, R

��

j,j0(✓j,j0), de-
fined in Eq. (14), can operate using transverse normal
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where the mapping to spin and phonon degrees of free-
dom has already been carried out. To generate the free
scalar-field Hamiltonian in Eq. (24) for generic mode-
dependent coe�cients "k ! "m=k+N/2+1, one can re-
sort to a change of interaction-picture Hamiltonian [115].
The gates obtained so far are in an interaction pic-
ture derived using the free Hamiltonian of the ion sys-
tem in Eq. (1), containing the harmonic-oscillator en-
ergy term with mode-independent and experimentally-
fixed coe�cients. However, one can introduce the termP

m e"m(a†
mam + 1

2 ) in the interacting Hamiltonian by ap-
propriately choosing the rotating frame. e"m is the prop-
erly rescaled "m accounting for the ratio of the model time
variable and the experimental gate time, see the descrip-
tion after Eq. (35). In particular, setting the free Hamil-
tonian to Hion�

P
m e"m(a†

mam+ 1
2 ), the Hamiltonian in the

interaction picture becomes H
0

ion-laser+
P
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2 ).
Operationally, this implies adjusting the detuning of the
red and blue sideband transitions, in other words tuning
the laser frequency to !
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�!0 = ±(!k �e"k), which would

implement the desired mode-dependent term e"k(a
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2 )

in the evolution.
However, this is not the full picture yet, since the evo-

lution of the Yukawa theory will be implemented in a
digital manner. In particular, there will be multiple side-
band operations (when implementing spin-phonon gates)
during each step of the Trotter evolution, and these e↵ec-
tively implement the phonon-energy term as well. There-
fore, one must ensure that this term will be induced
with the correct coe�cient. As will be seen below, im-
plementing the time evolution of the Yukawa theory re-
quires introducing an ancilla ion and amounts to a to-
tal of N + 1 multi-mode spin-phonon gates per Trotter
step. This necessitates changing the free Hamiltonian
to Hion �
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is taken advantage of in the application of spin-phonon
gates in the following. It should be emphasized again that
experimentally, the change in the interaction picture cor-
responds to detuning each of the spin-phonon operations.
Note that the (N + 1)th normal mode is not a↵ected by
the chosen interaction picture, as its dynamics are irrel-
evant in simulating the scalar fields.

With these adjustments, the time evolution of the
Yukawa theory for duration �t can now be correctly ob-
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FIG. 3. The schematic of the analog-digital quantum circuit associated with the time evolution of a four-site Yukawa theory
for a single Trotter step, as expressed in Eqs. (32)-(35). The gate symbols are defined in Fig. 1.

modes other than those used in spin-phonon gates, or ax-
ial modes. Note that an ancilla qubit, labeled as N +1, is
introduced in Eq. (35) to e↵ectively implement the inter-
actions proportional to Ij in Eq. (29) [115]. This ancilla
qubit is an extra ion prepared in the spin up state and
can be used in all subsequent Trotter steps. A schematic
of the circuit for a single Trotter step is shown in Fig. 3.
We will study the benefits of this hybrid proposal for the
simulation of Yukawa theory in Sec. VA.

The algorithm above can be generalized to a Yukawa
theory in higher dimensions. In d spatial dimensions,
the number of sites on the lattice is N

d, where N is the
number of sites along each Cartesian direction. The num-
ber of ions required to fully encode the dynamics is N

d,
plus a single ancilla ion as introduced in the 1+1 D case.
This is because the number of normal modes of motion
associated with each of the transverse (or axial) direc-
tions will also grow as N

d (considering the ancilla ion,
as (N + 1)d), which is more than su�cient to encode
the N

d momentum modes of the scalar field in the har-
monic oscillator basis. Each ion needs to couple to all N

d

phonon modes, which polynomially increases the number
of spin-phonon gates required to simulate the fermion
scalar-field interaction term. The more significant over-
head in terms of the entangling operations is caused by
the encoding of the fermionic hopping term, which in the
Jordan-Wigner transformation involves implementing a
chain of Pauli operators, with the number of Pauli op-
erators growing polynomially with N . These operations
can be performed through the known decomposition into
spin-spin gates, either in series or in parallel. The paral-
lel implementation can be achieved either in one go using
a global MS-operation and shelving the ions that do not
participate in the coupling using individual beams [161],
or by more involved optical pulse-shaping methods as
demonstrated in Refs. [162–164].

Another important generalization of the Yukawa the-
ory is to incorporate self-interactions of the scalar fields,

for example through a quartic interaction Hamiltonian:

H
(IV )
Yukawa = b

d
�

X

j

'
4
j
. (36)

This term represents non-local interactions among quan-
tum harmonic oscillators in momentum space, requir-
ing all-to-all phonon-phonon couplings to be engineered
in the trapped-ion simulator. While inducing phonon-
phonon coupling among the normal modes is possible
by taking advantage of the intrinsic non-linearity of the
Coulomb interaction [165] or through mediating the in-
teraction via virtual spin degrees of freedom, such an im-
plementation will be more challenging than the other set
of gates introduced so far. The use of the local phonon
modes will not be optimal either, as the phonon hop-
ping is suppressed beyond nearest-neighbor sites, and its
strength cannot be made homogeneous across the sites as
required by Eq. (36). Searching for e�cient and feasible
implementations of the Hamiltonian in Eq. (36) that are
more natural to a the trapped-ion simulator will be the
subject of future work.

The model considered in this work is still of phe-
nomenological interest, for example in simulating lattice
e↵ective field theory of nucleons coupled to pions. The
self-interactions of pions matter only at higher orders in
the chiral e↵ective field theory of nuclear forces [145, 146]
and can be neglected at low energies. Besides the triv-
ial incorporation of multiple flavors of (non-relativistic)
fermions representing spin and isospin components of a
nucleon, and the (local) self-interaction of fermions rep-
resenting nucleons two- and three-body contact interac-
tions, the fermion scalar-field interacting term in Eq. (25)
must be promoted to a derivative coupling in order to
represent a pion-nucleon coupling. Such a term can be
implemented by representing the derivative of the scalar
field by a finite di↵erence among the fields at adjacent
sites. This then amounts to multiple implementations of
the terms of the type in Eq. (25) that are added with ap-
propriate signs. Further, there are three di↵erent types
of pions, each requiring their own harmonic-oscillator
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Yukawa theory

Fermion hopping Fermion mass Free scalar fields Fermion scalar-field interaction

Analog-digital O (N) O (1) O (1) O (1)

Digital O (N) O (1) O (1) O
�
N2 (log⇤)2

�

Schwinger model

Fermion-gauge interaction Fermion mass Electric-field term

Analog-digital O (N) O (1) O(1)a

Digital O
�
N (log⇤)2

�
O (1) O

�
N (log⇤)2

�

a
O(N) standing-wave phonon-phonon gates which are expected to have comparable fidelity to the spin-spin gates.

TABLE III. The scaling of the spin-spin gate count per Trotter step as a function of the lattice size N and the cuto↵ on
the boson (phonon) excitations ⇤ for the Yukawa theory and the Schwinger model (within HOBM) assuming analog-digital
and fully-digital implementations. The spin-phonon and phonon-phonon gate counts are not denoted in the table for the
analog-digital approach but have been discussed in the text.

Such an advantage is at the core of the power of the
hybrid approach: phonons are represented naturally and
as many phonon excitations as permitted in the dynam-
ics can be generated without the need to cut their spec-
trum o↵. Of course, an excessive number of phonons
in the system can lead to Kerr cross-coupling [165] and
loss of coherence in the simulator, and therefore a bal-
ance should be established between accuracy of the sim-
ulated theory given a truncated boson spectrum and the
experimental error in the simulator. For this reason, ex-
perimental benchmarks are necessary in confirming these
qualitative theoretical expectations. A summary of the
entangling-gate count of both schemes for evolving each
term in the Hamiltonian of the Yukawa theory is provided
in Table III.

B. The Schwinger model

Except for the time evolution of the fermion mass term,
both the fermion-gauge field interaction and the electric-
field term (the boson self-interactions in the HOBM) are
implemented di↵erently in the hybrid and fully-digital
schemes.

The circuit in Fig. 6 reveals that the time evolu-
tion of the interacting fermion-boson field in the HOBM
requires O(N) spin-spin gates and O(N) spin-phonon
gates, with the latter expected to be not too costly. In

the fully-digital scheme, e
�iH

(I)0
U(1)

�t with the Hamiltonian
in Eq. (43) can be implemented following the circuit con-
struction described earlier in the case of fermion scalar-
field interactions of the Yukawa theory. The only di↵er-
ences are that now the bosons are defined locally, and as-
sociated with each site (link) there is one such boson (as
opposed to N bosons associate with all momentum modes
in the Yukawa theory), and that the fermions correspond
to nearest-neighbor sites (as opposed to a local fermion
occupation operator in the corresponding term in the

Yukawa theory). As a result, the total entangling-gate
count of the digital-circuit implementation of this evolu-
tion operator is O(N(log ⇤)2), where ⇤ denotes the cuto↵
on the boson excitations (translating to the electric-field
excitations in the original U(1) theory). Therefore, the
hybrid implementation will save a factor of O((log ⇤)2)
in CNOT count compared with the digital implementa-
tion assuming again that the spin-phonon gate performs
at a much higher fidelity than the spin-spin gate.

Time evolving the electric-field term, that is Eq. (46),
requires N standing-wave gates, which can be counted to
be comparable to O(N) entangling gates. The same term
in the fully-digital computation requires either free Z-
rotations (for evolving the d

†

j
dj term similar to what was

discussed for the free scalar Hamiltonian in the Yukawa
theory) or O(N log ⇤(log ⇤� 1)) CNOT gates (for evolv-
ing the (d†

j
dj)2 term). This latter count can be un-

derstood by noting that the application of d
†

j
dj phase

depends on the occupation of the d excitation itself.
In summary, the analog-digital implementation requires
O((log ⇤)2) fewer entangling operations (assuming that
the standing-wave gate can perform comparably to the
spin-spin gate). A summary of the entangling-gate count
of both schemes for evolving each term in the Hamilto-
nian of the HOBM is provided in Table III.

VI. CONCLUSION AND OUTLOOK

Our work combines the benefits of analog and digi-
tal trapped-ion simulators to enable both short- and
long-term simulations of quantum field theories involv-
ing bosonic fields with sizable Hilbert spaces. Among
the models considered are the Yukawa theory, i.e., scalar
fields coupled to fermions in 1+1 D and the lattice
Schwinger model within the highly-occupied bosonic
model. By introducing a set of known and new gates, in-
cluding spin, spin-spin, spin-phonon, and phonon-phonon
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OUTLOOK

SUMMARY

Trapped-ion simulators have become 
a successful platform for quantum 
simulation of many-body physics.

The first successful implementations of 
gauge-field theory dynamics on trapped-
ion simulators/computers have emerged 
for small systems.

Phonons can be manipulated and measured in 
these systems, hence the possibility of using 
phonons as both virtual and dynamical degrees 
of freedom is realistic.

Simulating complex dynamics of quantum field 
theories may benefit from digital, analog, and 
hybrid implementations depending on the 
problem at hand. 

As these systems scale and improve, we 
must come up with resource-efficient 
algorithms tailored to our problems, 
paying attention to hardware architecture.

Co-development will be crucial as special-
purpose hardware may reduce the time to 
solution in near-term. Theory-experiment 
collaborations will be highly beneficial.

Theoretical development need to complement 
the program. Efficient Hamiltonian formulations 
for (non-Abelian) gauge theories along with best 
approaches to state preparation and 
measurement will continue to develop.

Effective field theory simulations can benefit 
from developments in gauge-theory simulations 
and vice versa. Analog and hybrid approaches 
for nuclear EFTs should be explored.
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