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S : (
# o
+ ECT* :

*

*t*

My last contribution to the Relativistic Bose gas on
a Lefschetz thimble

lattice QCD community.

Some time ago ...

Marco Cristoforetti
HCG 1+

Luigi Scorzato
LISC

Francesco Di Renzo
University of Parma

Abhishek Mukherjee
ECT*

MAINZ - 2 AUGUST 2013

LATTICE

PRD86, 074506 (2012)
arXiv:1303.7204 (2013)
arXiv:1308.0233 (2013)

FONDAZIONE
DSl P BRUNO KESSLER
UUUUUUUUUUU

DATA SCIENCE FOR
INDUSTRY & PHYSICS e |ON KNOWLEDGE



. ) deepPp
. Data Science for Industry & Physics

[

Machine Learning

Learn from daU Predictive models
Predict on novel data
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%ﬂ ATLAS experiment

Flavor tagging

The separation of b-quark initiated jets from those
coming from lighter quark flavors is a fundamental

tool for the ATLAS physics program.
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N\%‘p\ Particle Jet Energy depositions

in calorimeters

Automated feature
selection
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DeepPP
Deep Particle physics

—— All 42 variables
Best 13 from Catboost
—— Best 3 from Catboost + 10 random wvariables

0.80 0.85 0.90
Higgs tagging efficency
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%ﬂ CSES - Limadou

CSES - CHINA SEISMO ELECTROMAGNETIC
SATELLITE

Italian Collaboration - LIMADOU PROJECT

Particle identification
and characterization

Scintillator planes ¢/p

INPUT32 PMT signal

FCNNkin FCNNkiN
Trained on Electron MESNLEPE Proton Trained on

p

— electrons
— protons

Normalized to 1
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%ﬂ Dst — Geomagnetic Equatorial index

Forecast of Geomagnetic storm

1989 Geomagnetic storm caused a nine-hour outage
of Hydro-Québec's electricity transmission system

— true

ML/DL for predicting a few hours e
in advance the next storm

— full t+6
pers t+6
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DeepPP
Deep Particle physics

NN outperforms standard
reconstruction method

Proton path reconstruction for pCT using Neural
Networks

T. Ackernley'?, G. Casse'? and M. Cristoforetti’ pp|‘\|N dGSP |B|C
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@ Theoretical Physics seepp?
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% Machine Learning

What is machine learning (formally)?

Domain set. Set of objects
One point is a vector of features

£ x=>Y

Correct function
Mapping xto y *

* The existence of this function is a strong assumption
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label set. Is the target.
Can be a discrete set or
a continuous variable

h: X=>Y

Predictor
Output of the

LEARNING process
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% Machine Learning deepbp

What is machine learning (formally)?

The learner want to reduce the probability that given a X

randomly picked h(x):,t-]tbd

Minimize the oé) h)
error function (
This is what guides the learning
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% Machine Learning deepbp

Minimize
the error function 04)( "‘)

The learner want to reduce the probability that Need 2D probability distribution to

given a X randomly picked h(x):{:{-bﬂ / —>*  extract samples fromx
than compute {-DG

D is unknown
oé.:g—)/' £ is unknown
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% Machine Learning deepbp

Minimize 08
the error function M(L‘) -
We have ONLY the training samples

D is unknown 5—“-((&"‘14.)',... (Xhﬂm))c X’( y

‘{ is unknown =
Training data:
observations as can be from an experiment

EMPIRICAL RISK

(minimization)

4 €L e . .
Ly = [ v: .y *+F 7.3
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% Machine Learning deepbp

Problem recap.:

We want hcx), the predictor, to be equivalent to {-00
on the whole X domain

We have access only to a finite number of samples > = (("4 e (%, ﬁn))
Without knowing how the (xn , ...)%.) have been extracted (2 unknown)

How do we choose b\(x) ?

After the predictor l’ioq can reproduce {-(x') on the samples available,
how do we know that it will work on new samples?
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% Machine Learning deepbp

How do we choose hcx) ?

Many different algorithms available to approximate the target function

Algorithms work fixing parameters to reproduce ‘l-bd . we have L\( T )

We need a learner: a way to fix the exploring the space
of all the possible l\( &)

After the predictor lﬂ(x) can reproduce ][-(x') on the samples
available, how do we know that will work on new samples?
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NATURE | VOL 533 | 26 MAY 2016

IS THERE A

REPRODUCIBILITY
CRISIS?

A Nature survey lifts the lid on
how researchers view the ‘crisis’
rocking science and what they
think will help.

BY MONYA BAKER

1,576
RESEARCHERS SURVEYED
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reproducibility

e —

AN EXPERIMENT?

Someone else's My own

Chemistry

Biology

Physics and
engineering

Medicine

Earth and
environment

Other

HAVE YOU FAILED TO REPRODUCE

Most scientists have experienced failure to reproduce results.
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% Machine Learning deepbp

How do we choose hcx) ?

Many different algorithms available to approximate the target function

Algorithms work fixing parameters to reproduce ‘l-bd . we have L\( T )

We need a learner: a way to fix the exploring the space
of all the possible l\( &)

After the predictor lﬂ(x) can reproduce ][-(x') on the samples
available, how do we know that will work on new samples?
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% ISing deepPp

© Ul TS
Phase transition at |, = 2.263 R AT
Magnetization is the = NP
order parameter Tl =( 67
Susceptibility X =N$ ((n*) = (M)
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% ISing deepbPpP

= 1D 0 T
Wl iy \\,/\\"\T\\‘IA
—~talr it

Susceptibility ’)(“ ((I'] )— <l‘1)) 7 \,J;'TT‘I'

Finite size system phase transition characterized by

scaling law P

Critical exponents Spin-spin correlation function

v
X~ b’// S Gy~ nm (47247
¥7 Universality class
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Ising - MCRG

PHYSICAL REVIEW
LETTERS

o

VOLUME 42

2 APRIL 1979

NUMBER 14

Monte Carlo Renormalization Group

Robert H. Swendsen
Brookhaven National Labovatory, Upton, New Yok 11973
(Received 15 December 1978)

A simplified method of applying a renormalization-group analysis to Monte Carlo simu-
lations of general systems is presented and illustrated with applications to the Ising mod-

el and the three-state Potts model.

Two years ago, Ma' suggested combining Monte
Carlo (MC) simulations of statistical-mechanical
models® with a renormalization-group (RG) anal-
ysis of the critical properties.® The particular
method which he suggested was based on a direct
simulation of the fixed-point Hamiltonian, from
which he calculated matrix elements for the lin-
earized RG equations, The eigenvalues of these
matrices then gave estimates of the critical expo-
nents. Ma applied his method to the two-dimen-
sional Ising model with encouraging results.

Ma's method has some drawbacks which have
prevented its general application to problems of
interest. The main difficulty was that the direct
simulation of the fixed-point Hamiltonian involved
a severe truncation in the number of coupling con-
stants, while leaving a large parameter space to
be scanned for the fixed point.

In this Letter, I would like to present a some-
what different approach that eliminates these
difficulties: (1) It is only necessary to simulate
the original Hamiltonian, nof the fixed point or
any renormalized Hamiltonian; (2) the truncation
is small (and systematically improvable) if the
range of interactions for the fixed-point Hamilton-
ian is small with respect to the lattice size; and
(3) the parameter space to be scanned is only
that of the original Hamiltonian, The result can
be viewed as an extension of the standard methods
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of analyzing MC simulations that extracts useiul
information from correlation functions that a e
normally discarded. It can equally well be viewed
as a systematically improvable real-space e~
normalization-group approximation that inc udes
the effects of many interactions in the reno ‘mal-
ized Hamiltonians.

Consider a lattice model in d dimensions with
N? sites, A “spin” a; (discrete or continu( us) is
associated with each site and the Hamilto; ian has
the soici W form

H :EO(KO(SD( [l (1)

where each S, is some combinations of .he ¢’s
that is translationally invariant subject to period-
ic boundary conditions. For example, H could be
a two-~iimensional Ising model, o;=%1, and
5= E Ty Ty
{if)
where the sum extends over all ne2.est-neighbor
pairs. The RG transformation wi.l, of course,
generate effective interactions 'etween more-
distant neighbors as well as r.any-spin couplings.
Once a particular renorm-.lization transforma-
tion, H™ "' = R H(") (witl{'scale factor b), is
chosei;, the asymptotic critical properties will
be determined in the usual way by the eigenvalues
of the linearized RG transformation matrix,

VoLuME 42, NUMBER 14

PHYSICAL REVIEW LETTERS

2 ApriL 1979

T.ps*, in the vicinity of the fixed-point Hamil-
tonian, H*. Specifically,?

K" ™ —Ko*=3]5Tag*Kp™ - K%, (2)
where

Tos*=[0K " /0K 5] s (3)
and the eiecenvalue equation is |

Ea(puTnﬂ*:Aqgﬁ' (4]

The critical exponents are obtained from the
eigenvalues in the usual way [v=1nb/InA,%, n=d
+2~21nr,%/Inb, etc., where 1,°(° is the largest
even (odd) eigenvalue].®

Note that, for these equations to be useful, the
derivatives 8K, (" *1)/8K ") must change slowly
near the fixed point, To evaluate T,g*, itis
therefore only necessary to calculate the deriva-
tives somewhere in the “linear region,” where
they are essentially constant. Furthermore, only
the eigenvalues have physical significance. The
location of the fixed point (and even the space of
Hamiltonians) depends on the choice of renormal-
ization transformation and need not be calculated,

A sequence of approximations for T,5* can be

obtained if the exact RG transformation had been
performed on H (a difficult calculation involving
an extremely large number of coupling param-
eters) and the renormalized Hamiltonian had been
gsimulated (also a difficult calculation). The RG
transformation can, of course, be applied to the
block spins repeatedly with the limitation that the
last transformation leaves a lattice that is large
with respect to the range of the corresponding
renormalized Hamiltonian,

The chain rule

3{5:!{1-1}} - aK-a(ﬂ} B{ST{H})
W’ﬂ'_ - aKﬂ(n-l:l aKa[n_} ]

t) rether with the identities

3(S ") )

e = (5,785 ) = (5, (5570} (@

ani

% = (8, M M) = (5,(M) (s,™M),

prcvides a direct way to calculate a sequence of
approximations to T,z* as the renormalization
transformation is iterated towards the fixed point,
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%ﬂ Ising - autoencoder

Encoder —|— Decoder

Latent
variables
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%ﬂ Ising: RG-autoencoder —

RG transformation Convolutional autoencoder

Sampling confs using MC for large lattice size Use autoencoder as RG trafo to compute the exponents

. Inspired by MCRG method [Swendsen 1979; Ron, Brandt, Swendsen 2017]
= L 2 036,
H= et GGy~ (972 7)
W T Giyd n X~ L
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%a Ising: RG-autoencoder —

\)

©.25 W=

Truth:

FONDAZIONE
DSl P BRUNO KESSLER

DATA SCIENCE FOR FUTURE BUILT
INDUSTRY & PHYSICS ON KNOWLEDGE



> .

’
1.10
-%- MR
0.34 4 AE1
—=— AE4 1.081
0321
1.06 1
030
1.04 1
o o
W 0.28
1.02 1
0.26 1 100
Prmmm————— Bt S
@ wa—= S
02494 T D 0.98
0.22 T T T T T T 0.96 T T T T T T
10 20 30 40 50 60 10 20 30 40 50 60
L L
0.321 -¥- MR 1.084 -¥- MR 5
AE 1
—=— AE4

0.31 A 1.07 1

0.30 A 1.06 A

0-291 1.05

0.28 A
<

> 1.04 4
0.27 A
1.03 1
0.26 A
1.02 1
0.25
1.01 1
0.24 1
1.00
' » 50 100 150 200 250 50 100 150 200 250 FOND
L L



deeppPp

%ﬂ Ising: phase transition (with AE)

e & 550 L

LLQT- (id) —

Phase transition at 7; ~ 2.269

Magnetization is the
order parameter Tl ‘(67

1.00 1.25 1.50 175 2.00 2.25 2.50 2.75 3.00
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%ﬂ Ising: phase transition (with AE)

Latent

Learn phase transitions with Autoencoders = variables

Convolutional layers 2x2 ~—== 1 latent variable
conv. Iayeﬂ
L — 12,% filters

Network trained with confs at I =

r?la/\,d%txat/u1 42—)

MCMC to generate confs at T in the range |

Look at the latent representation 2% of the confs
DSIP
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deeppPp

%,, Ising: phase transition (with AE)

The distribution of the latent variable clearly Define “expectation values” from
change with T this latent representation

<M>
mean(abs(latent_variables -mean{random)))

std(latent_variables)

DSIP What is the network learning? ~ =¢um
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%ﬂ Ising: phase transition (with AE)

What is the network Ieaming7 Fraction of positive spins vs latent value is

perfectly linear.

Generate configuration with fixed ratios of up and
down spins and look at the value of the latent variable.

Confs used to train the network are of 0 and 4 not -—‘, |

J

fixed ration means abundance of ones with respect to zeros.

The network [F‘. for o6, ¢(o, 1]

S learning A o] «

L = M=) fr i1 I
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@ XY: phase transition (with AE) deepPP

gE [o,zﬂ')

\\\

t
“Np N ‘(/ *\\&

2D XY has Kosterlitz-Thouless transition u/)““ 1 S, KL

Topological charges (vortices)

N=yZ2¢c
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@ XY: phase transition (with AE) deepPP

MC generated configuration

Learn phase transitions with Autoencoders

Convolutional layers 2x2 ~ —== 1 latent variable
[ =12

Network trained with confs at I =

MCMC to generate confs on a range of T that
include the transition

Look at the latent representation 2% of the confs
DSl P BRUNG REsSieR
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@ XY: phase transition (with AE) deepPP

Even in this case the distribution of the latent
variable clearly change with T’ Use the standard deviation of & as order

parameter

—— CH1_4_ CH2 4 CH3_1 NV 1
CH1 4 CH2 4 CH3 2 NV 1
—— CH1_4_CH2 4 CH3 4 NV 1
—— CH1_8_CH2_8_CH3 1 NLV 1
= CH1.8_CH2_8_CH3_2 NV 1
—— CH1_8_CH2 8 CH3 4 NV 1
CH1_8_CH2_8 CH3 8 NLV_1
—— MC

\.... Lop o

DSIP What is the network learning? s
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% Learn Physics - provocation

Many ways of using ML in physics
Can we use ML to develop a NEW way of making predictions on

physical phenomena WITHOUT using all the “classical” language?
=
ra& £ B ¢

Does this correspond to an analogous
comprenhension of the physical world?
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@ Learn Physics - provocation

F=-G
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M We s the unique/best way to predict the
"ﬂz. trajectory of two "massive” ) bodies?
Observed

4\@/'\-/\

® o o [ ] ®
Predict

Observed

> 7
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Thank you

FONDAZIONE
DSI P BRUNO KESSLER

DATA SCIENCE FOR Fu
INDUSTRY & PHYSICS © [



