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Inclusive Jet Cross Section
ATLAS, CMS: 13 TeV double differential xs

Data/prediction appear to agree relatively well
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5.2 Predictions from fixed-order calculations matched to
parton shower simulations

The predictions from different MC event generators are com-
pared to data. The herwig++ and the pythia8 event gen-
erators are considered. Both of them are based on an LO
2 → 2 matrix element calculation. The pythia8 event gen-
erator simulates parton showers ordered in pT and uses the
Lund string model [47] for HAD, while herwig++ generates
parton showers through angular-ordered emissions and uses
a cluster fragmentation model [48] for HAD. The contribu-
tion of MPI is simulated in both pythia8 and herwig++.
In particular, pythia8 applies a model [49] where MPI are
interleaved with parton showering, while herwig++ models
the overlap between the colliding protons through a Fourier

transform of the electromagnetic form factor, which plays the
role of an effective inverse proton radius. Depending on the
amount of proton overlap, the contribution of generated MPI
varies in the simulation. The MPI parameters of both gener-
ators are tuned to measurements in proton–proton collisions
at the LHC [26], while the HAD parameters are determined
from fits to LEP data. For pythia8, the CUETM1 tune, which
is based on NNPDF2.3LO [50,51], is considered, whileher-
wig++ uses the CUETS1 tune [26], based on the CTEQ6L1
PDF set [52].

Predictions based on NLO pQCD are also considered
using the powheg package matched to pythia8 parton show-
ers and including a simulation of MPI. The powheg sample
uses the CT10nlo PDF set [53]. Various tunes in pythia8 are
used for the UE simulation, which differ in the choice of the
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Fig. 4 Double-differential inclusive jet cross section as function of jet
pT. On the left, data (points) and predictions from NLOJet++ based on
the CT14 PDF set corrected for the NP and electroweak effects (line)

are shown. On the right, data (points) and predictions from powheg
(PH) + pythia8 (P8) with tune CUETM1 (line) are shown. Jets are
clustered with the anti-kt algorithm (R = 0.7)
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Fig. 5 Double-differential inclusive jet cross section as function of jet
pT. On the left, data (points) and predictions from NLOJet++ based on
the CT14 PDF set corrected for the NP and electroweak effects (line)

are shown. On the right, data (points) and predictions from powheg
(PH) + pythia8 (P8) with tune CUETM1 (line) are shown. Jets are
clustered with the anti-kt algorithm (R = 0.4)
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The JES correction, applied as a multiplicative factor to
the jet four-momentum vector, depends on the jet η and p T
values. The typical correction is about 10 % for a central jet
with a p T of 100 GeV, and decreases with increasing p T.

Events are required to have at least one primary vertex
(PV). If more than one primary vertex is present, the ver-
tex with the highest sum of the squared p T of the associ-
ated tracks is selected. This selected vertex is required to
be reconstructed from at least five charged-particle tracks
and must satisfy a set of quality requirements, including
|zPV| < 24 cm and ρPV < 2 cm, where zPV and ρPV are
the longitudinal and transverse distances of the primary ver-
tex from the nominal interaction point in the CMS detector.
Jets with p T > 114 GeV are grouped in seven different |y|
bins. Additional selection criteria are applied to each event
to remove spurious jet-like signatures originating from iso-
lated noise patterns in certain HCAL regions. To suppress
noise patterns, tight identification criteria are applied [27]:
each jet should contain at least two particles, one of which
is a charged hadron, and the jet energy fraction carried by
neutral hadrons and photons should be less than 90 %. These
criteria have an efficiency greater than 99 % for genuine jets.

4 Measurement of the double-differential inclusive jet
cross section

The double-differential inclusive jet cross section is defined
as

d2σ

d p Tdy
= 1

ϵL
Nj

%p T%y
, (1)

where L is the integrated luminosity, Nj is the number of jets
in a bin of a width %p T in transverse momentum and %y in
rapidity, and ϵ is the product of the trigger and jet selection
efficiencies, which is greater than 99 %. The phase space in
rapidity is subdivided into six bins from y = 0 to |y| = 3
with |%y| = 0.5, and one bin from |y| = 3.2 to 4.7, the for-
ward rapidity region. The bin width in p T is chosen in such
a way that bin-to-bin migrations due to detector resolution
are less than 50 %. In each bin, the statistical uncertainty
is derived through the formula

√
(4 − 3 f )/(2 − f )

√
Njets,

where f corresponds to the fraction of events which con-
tribute with exactly one jet in the bin [6]. This procedure
corrects for possible multiple entries per event. The fraction
f is typically larger than 95 % in the entire phase-space con-
sidered, thus the correction is small.

The double-differential inclusive jet cross section is cor-
rected for the detector resolution and unfolded to the stable
particle level [28]. In this way, a direct comparison of this
measurement to results from other experiments and to QCD
predictions is possible. Particles are considered stable if their
mean path length cτ is greater than 10 mm.

The unfolding procedure is based on the iterative d’Agos-
tini method [29], as implemented in the RooUnfold soft-
ware package [30], using a response matrix that maps the
predicted distribution onto the measured one. The response
matrix is derived from a simulation, that uses the theoreti-
cally predicted spectrum as input and introduces smearing
effects by taking into account the jet p T resolution. The pre-
dicted spectrum is evaluated from fixed-order calculations
based on the NLOJet++ v4.1.13 program [31,32] within the
framework of the fastNLO v2.3.1 package [33], using the
CT14 [34] parton distribution functions (PDF). More details
are presented in Sect. 5.1. The jet p T resolution is evaluated
with the CMS detector simulation based on Geant4 [35]
using a QCD simulation from pythia8 with tune CUETM1,
after correcting for the residual differences between data and
simulation [23]. The unfolded distributions differ from the
distributions at detector level by 5–20 %. The unfolding pro-
cedure can turn statistical fluctuations of the measured spec-
tra into correlated patterns among the neighbouring bins. It
has been verified that such effects are always within the sta-
tistical uncertainties of the unfolded distributions, which are
larger than those of the detector-level distributions. The iter-
ative unfolding procedure is regularized by limiting the num-
ber of iterations to four in each rapidity bin.

The main systematic uncertainties for the jet cross sec-
tion measurements arise from the JES calibration and from
the uncertainty in the integrated luminosity. The JES uncer-
tainty, evaluated separately for AK7 and AK4 jets, is 1–3 % in
the central region (|y| < 2) and increases to 7–8 % in the for-
ward rapidity region (3.2 < |y| < 4.7) [23]. The JES uncer-
tainty also includes the uncertainty carried by the charged
hadron subtraction. The resulting uncertainties in the double-
differential inclusive jet cross section range between 8 % at
central rapidities and low p T to 65 % at forward rapidities and
the highest p T. The uncertainty in the integrated luminosity
(2.7 % [36]) propagates directly to the cross section.

The unfolding procedure is affected by uncertainties in
the jet energy resolution (JER) parametrisation. Alternative
response matrices are used to unfold the measured spectra.
They are built by varying the JER parameters within their
uncertainties [23]. The JER uncertainty introduces a 1–2 %
uncertainty in the measured cross section. The model depen-
dence of the theoretical p T spectrum also affects the response
matrix and thus the unfolding, but this uncertainty has neg-
ligible effects on the cross section measurement. The model
dependence is checked using various PDF sets to calculate
the theoretical p T spectrum.

Finally, an uncertainty of 1 % is assigned to the cross
section to account for residual effects of small inefficiencies
from jet identification [15]. The total experimental system-
atic uncertainty of the measured cross section is obtained
by summing in quadrature the individual contributions from
JES, luminosity, JER, and jet identification uncertainties.
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Double differential inclusive jet cross section 

Predictions of perturbative NLO precision + EW and NP corrections  
(hadronisation and soft MPI), 

Theoretical uncertainties from the scale, PDF, 𝛼s , and NP (soft MPI 

and hadronisation) 

In the phase space accessible with the new data, this measurement 
provides a first indication that jet physics is as well understood at 
√s=13 TeV as at smaller centre-of-mass energies.
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5 Theoretical predictions

5.1 Predictions from fixed-order calculations in pQCD

The theoretical predictions for the jet cross section are cal-
culated at NLO accuracy in pQCD and are evaluated by
using NLOJet++ within the framework of fastNLO. The
cross sections are calculated at NLO for single inclusive
jet production. The renormalisation and the factorisation
scales (µr and µ f ) are chosen to be equal to the jet pT.
Five quarks are assumed to be massless in the calculation,
which is performed using four different PDF sets with NLO
accuracy: CT14 [34], HERAPDF1.5 [37], MMHT2014 [38],
and NNPDF3.0 [39], with the default values of the strong
coupling αS(MZ) = 0.1180, 0.1176, 0.1200, and 0.1180,
respectively.

The theoretical uncertainties are evaluated as the quadra-
tic sum of the scale, PDF, αS, and NP uncertainties. The scale
uncertainty is calculated by varying µr and µ f in the follow-
ing six combinations: (µr /pT, µ f /pT) = (1/2,1/2), (1/2,1),
(1,1/2), (1,2), (2,1) and (2,2). The (asymmetric) scale uncer-
tainty is determined through the maximal upwards and down-
wards deviations with respect to cross sections obtained with
the default setting. The PDF and αS uncertainties are cal-
culated according to the prescription of CT14 at the 90 %
confidence level and scaled down to a 68.3 % confidence
level.

The impact of NP effects, i.e. MPI and HAD effects,
is evaluated by using samples obtained from different MC
event generators with a simulation of PS and MPI contribu-
tions. The following MC event generators are used to esti-
mate the NP corrections: LO pythia8 with tune CUETM1,

LO herwig++ 2.7.0 [40] with tunes UE-EE-5C [41] and
CUETS1 [26], and NLO powheg [42– 44]. The matrix ele-
ment calculation performed with powheg is interfaced to
pythia8 with three different tunes (CUETS1-CTEQ6L1,
CUETS1-HERAPDF, and CUETM1) for the simulation of
the underlying-event (UE) contributions. The cross section
ratios between a nominal event generation interfaced to the
simulation of UE contributions, and a sample without HAD
and MPI effects are taken as correction separately in each
considered rapidity range. In a compact formulation, the NP
correction factors can be defined as

CNP = dσ PS+HAD+MPI/dpT

dσ PS/dpT
, (2)

where σ PS+HAD+MPI is the cross section obtained with
an MC sample simulating the contribution of PS, HAD,
and MPI, while σ PS includes only PS effects. Corrections
obtained with various NLO and LO event generators are eval-
uated separately for the AK7 and AK4 jets. The average of
the results from the NLO and LO event generators defines
the central value of the NP corrections, which are fitted to a
power-law function in jet pT. The uncertainty in the NP cor-
rections are evaluated by fitting the upper and lower values
of the predictions of the different generators. The combina-
tions of PDF sets, matrix element calculations, and UE tunes
used to evaluate the NP corrections are validated on UE,
minimum bias and jet variables, and they are able to repro-
duce a wide set of observables [26]. The NP corrections are
shown in Figs. 1 and 2, respectively, for AK7 and AK4 jets
in a central (0.5 < |y| < 1.0) and a forward rapidity bin
(2.5 < |y| < 3.0).
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Fig. 1 Fits to the nonperturbative corrections obtained for inclusive
AK7 jet cross sections as a function of jet pT for two rapidity bins:
0.5 < |y| < 1.0 (left) and 2.5 < |y| < 3.0 (right). The dotted

lines represent the uncertainty bands, which are evaluated by fitting
the envelopes of the predictions of the different generators used

123

ATLAS - JHEP 05 (2018) 195 
CMS - EPJC 76 (2016) 451Inclusive jet production



‘-

!11

• Closer look at CMS results 
• Fixed-order NLO predictions + NP, EW corrections (NLOJet++) 

• Overestimates R=0.4 due to missing PS, soft-gluon resummation 
contributions 

• NLO predictions matched to parton showers (PH+P8) more effective 
overall

Inclusive Jet Cross Section
Eur. Phys. J. C 76 (2016) 451

‘-

!12

Test dependence of jet production xs on 
anti-kT distance parameter 

Radius Scan

See P. Gunnellini’s talk

CMS-PAS-SMP-19-003

Fixed order NLO predictions (+ NP and EW 
corrections) overestimates for R=0.4 due to 
missing PS and soft gluon resummation. 

NLO prediction matched to PS 
(PowHeg+Pythia8) more effective overall 

The cross section for a jet size of 0.4, is best 
described by NLO matched to parton 
showering, hadronisation, and multiparton 
interactions.  

PDF set dependence inside theoretical 
uncertainty

NLO+PS - clustering parameter 
Larger uncertainty for low_pT and large radius  

Large R - underlying event (MPI) 

Small R - HAD+PS

Inclusive jet production
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Test predictions of pQCD at high energy

Dijet Cross Section

CMS: 8 TeV triple differential xsATLAS: 13 TeV double differential xs

JHEP 05 (2018) 195 Eur. Phys. J. C 77 (2017) 746
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(c) dijet
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Figure 2: Relative NLO QCD uncertainties in the jet cross-sections calculated using the CT14 PDF set. Panels
a,b (c,d) correspond respectively to the first and last |y| (y⇤) bins for the inclusive jet (dijet) measurement. The
uncertainties due to the renormalisation and factorisation scale, the ↵s, the PDF and the total uncertainty are shown.
The total uncertainty, calculated by adding the individual uncertainties in quadrature, is shown as a black line.

after showering, when the modelling of hadronisation and the underlying event are switched o↵. The
correction factors are evaluated using several event generators and tunes, which are listed in Table 1. The
baseline correction is taken from Pythia 8 using the A14 tune with the NNPDF2.3 LO PDF set. The
envelope of all corrections is considered as a systematic uncertainty.

CTEQ6L1 [67] CTEQ6L1 [67] MSTW2008LO [68] CT10 NNPDF2.3LO NNPDF2.3LO CTEQ6L1 [67]
Pythia 8 4C [69] AU2 [70] A14 [30] AU2 [70] MONASH [71] A14 [30] A14 [30]
Herwig++ UE-EE-5 [72, 73] UE-EE-4 [72, 73] UE-EE-5 [72, 73]

Table 1: Summary of the soft-physics model tunes used for the evaluation of the non-perturbative corrections for
each event generator and PDF set.

The correction factors for a set of representative event generators and tunes for the inclusive jet (dijet)
cross-section are shown in Figure 3 in illustrative |y| (y⇤) bins as a function of pT (m j j). The values of
the correction are in the range 0.92-1.03 at low pT and 0.98-0.99 (0.97-1.01) at high pT for the first (last)
rapidity bin in the inclusive jet measurement, and 0.94-1.01 (0.98-0.99) at low (high) m j j for the first y⇤

14

1) Renormalisation and factorisation 
scale is dominant:  

   10% at about mjj = 300 GeV in 
the central rapidity bin  

   50% in the highest mjj bins in the 
most forward rapidity region  

2) PDF uncertainties vary from 2% 
to 12%  

3) Contribution from the 𝛼s 
uncertainty is about 2% at low mjj 
and negligible elsewhere 

4) Non-perturbative correction 
derived using Pythia 8 with the A14 
tune with the NNPDF2.3 LO PDF set 

5) EW correction reaches 11% at 
mjj=7 TeV for central rapidity 

Uncertainties in the NLO QCD cross-section 

bin. For the last y⇤ bin in the dijet measurement, a fixed range 0.92-1.07 is conservatively taken for all
m j j bins due to lack of statistical precision at large m j j.
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(c) dijet
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Figure 3: Non-perturbative correction factors for the (inclusive jet, dijet) NLO pQCD prediction as a function of
(jet pT, mj j) for ((a),(c)) the first (rapidity, y⇤) bin and for ((b),(d)) the last (rapidity, y⇤) bin. The corrections are
derived using Pythia 8 with the A14 tune with the NNPDF2.3 LO PDF set. The envelope of all MC configuration
variations is shown as a band.

9.3 Electroweak corrections

The NLO pQCD predictions are corrected for the e↵ects of � and W±/Z interactions at tree and one-loop
level. They are derived using an NLO calculation of electroweak (EW) contributions to the LO pQCD

15

process. The correction is defined as the ratio of a 2 ! 2 calculation including tree-level e↵ects of order
↵2

s , ↵2, and ↵s↵ (from interference of QCD and EW diagrams), plus weak loop corrections of order ↵2
s↵

to the LO QCD 2! 2 calculation.

The correction factors are derived in the phase space considered for the measurements presented here and
were provided by the authors of Ref. [74]. No uncertainty associated with these corrections is presently
estimated.

The electroweak correction factors for the inclusive jet (dijet) cross-section as a function of the jet pT
(event m j j) in bins of |y| (y⇤) are shown in Figure 4. The electroweak correction is small for low jet
transverse momenta and for low m j j. The correction reaches 8% at the highest pT (3 TeV) for the central
|y| bin and is less than 4% for the rest of the |y| bins. For dijets, the electroweak correction reaches 11%
at m j j = 7 TeV for the central y⇤ bin. For the rest of the y⇤ bins the correction is less than 3%.
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Figure 4: Electroweak correction factors for the inclusive jet (dijet) cross-section as a function of the jet pT (mj j)
for all |y| (y⇤) bins.

9.4 Next-to-next-to-leading-order pQCD calculations

The NNLO pQCD predictions were provided by the authors of Ref. [17, 18] using the NNLOJET pro-
gram and the MMHT 2014 NNLO PDF set for two di↵erent choices of the µR and µF scales, respectively
pjet

T and pmax
T . The non-perturbative and electroweak corrections described in Sections 9.2 and 9.3, re-

spectively, are applied to the predictions. In addition to the statistical uncertainties on the calculations,
which are larger for higher pT and high rapidities, two sources of uncertainty are considered in this NNLO
calculation: the scale uncertainty and the systematic uncertainty in the non-perturbative correction. To
obtain the scale uncertainty, both scales (renormalisation and factorisation) are varied simultaneously by
a factor of 0.5 or 2. 6 If both variations yield changes with the same sign, the scale uncertainty is obtained
from the larger change.

6 A di↵erent approach to estimate the scale uncertainty was used for NNLO due to computing time limitations. At NLO the
simultaneous variations are not always the dominant ones, although they are at high pT.
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Fig. 1 Illustration of the dijet event topologies in the y∗ and yb kine-
matic plane. The dijet system can be classified as a same-side or
opposite-side jet event according to the boost yb of the two leading
jets, thereby providing insight into the parton kinematics

2 The CMS detector

The central feature of the CMS apparatus is a supercon-
ducting solenoid of 6 m internal diameter, providing a mag-
netic field of 3.8 T. Within the solenoid volume are a silicon
pixel and strip tracker, a lead tungstate crystal electromag-
netic calorimeter (ECAL), and a brass and scintillator hadron
calorimeter (HCAL), each composed of a barrel and two
endcap sections. The silicon tracker measures charged par-
ticles within the pseudorapidity range |η| < 2.5. It consists
of 1440 silicon pixel and 15 148 silicon strip detector mod-
ules. The ECAL consists of 75 848 lead tungstate crystals,
which provide coverage in pseudorapidity |η| < 1.48 in a
barrel region and 1.48 < |η| < 3.0 in two endcap regions.
In the region |η| < 1.74, the HCAL cells have widths of
0.087 in pseudorapidity and 0.087 in azimuth (φ). In the
η-φ plane, and for |η| < 1.48, the HCAL cells map on to
5 × 5 arrays of ECAL crystals to form calorimeter tow-
ers projecting radially outwards from close to the nominal
interaction point. For |η| > 1.74, the coverage of the tow-
ers increases progressively to a maximum of 0.174 in ∆η

and ∆φ. Within each tower, the energy deposits in ECAL
and HCAL cells are summed to define the calorimeter tower
energies, subsequently used to provide the energies and direc-
tions of hadronic jets. The forward hadron (HF) calorimeter
extends the pseudorapidity coverage provided by the bar-
rel and endcap detectors and uses steel as an absorber and
quartz fibers as the sensitive material. The two halves of the

HF are located 11.2 m from the interaction region, one on
each end, and together they provide coverage in the range
3.0 < |η| < 5.2. Muons are measured in gas-ionisation
detectors embedded in the steel flux-return yoke outside the
solenoid.

A more detailed description of the CMS detector, together
with a definition of the coordinate system used and the rele-
vant kinematic variables, can be found in Ref. [16].

3 Event reconstruction and selection

Dijet events are collected using five single-jet high-level trig-
gers [17,18], which require at least one jet with pT larger
than 80, 140, 200, 260, and 320 GeV, respectively. At trig-
ger level the jets are reconstructed with a simplified version
of the particle-flow (PF) event reconstruction described in
the following paragraph. All but the highest threshold trig-
ger were prescaled in the 2012 LHC run. The triggers are
employed in mutually exclusive regions of the pT,avg spec-
trum, cf. Table 1, in which their efficiency exceeds 99%.

The PF event algorithm reconstructs and identifies parti-
cle candidates with an optimised combination of information
from the various elements of the CMS detector [19]. The
energy of photons is directly obtained from the ECAL mea-
surement, corrected for zero-suppression effects. The energy
of electrons is determined from a combination of the electron
momentum at the primary interaction vertex as determined
by the tracker, the energy of the corresponding ECAL clus-
ter, and the energy sum of all bremsstrahlung photons spa-
tially compatible with originating from the electron track.
The energy of muons is obtained from the curvature of the
corresponding track. The energy of charged hadrons is deter-
mined from a combination of their momentum measured
in the tracker and the matching ECAL and HCAL energy
deposits, corrected for zero-suppression effects and for the
response function of the calorimeters to hadronic showers.
Finally, the energy of neutral hadrons is obtained from the
corresponding corrected ECAL and HCAL energies. The
leading primary vertex (PV) is chosen as the one with the
highest sum of squares of all associated track transverse
momenta. The remaining vertices are classified as pileup ver-
tices, which result from additional proton-proton collisions.
To reduce the background caused by such additional colli-
sions, charged hadrons within the coverage of the tracker,
|η| < 2.5 [20], that unambiguously originate from a pileup
vertex are removed.

Hadronic jets are clustered from the reconstructed par-
ticles with the infrared- and collinear-safe anti-kT algo-
rithm [21] with a jet size parameter R of 0.7, which is the
default for CMS jet measurements. The jet momentum is
determined as the vectorial sum of all particle momenta in
the jet, and is found in the simulation to be within 5–10%

123

‘-

!7

Test predictions of pQCD at high energy

Dijet Cross Section

CMS: 8 TeV triple differential xsATLAS: 13 TeV double differential xs

JHEP 05 (2018) 195 Eur. Phys. J. C 77 (2017) 746

‘-

!7

Test predictions of pQCD at high energy

Dijet Cross Section

CMS: 8 TeV triple differential xsATLAS: 13 TeV double differential xs

JHEP 05 (2018) 195 Eur. Phys. J. C 77 (2017) 746

746 Page 12 of 29 Eur. Phys. J. C (2017) 77 :746

Fig. 10 The gluon PDF as a function of x as derived from HERA
inclusive DIS data alone (hatched band) and in combination with CMS
dijet data (solid band). The PDF and its total uncertainty are shown at
the starting scale Q2 = 1.9 GeV2 of the PDF evolution

The PDFs are compared in Fig. 11 to those obtained with
inclusive jet data at

√
s = 8 TeV [61]. The shapes of the PDFs

and the uncertainties are similar. Somewhat larger uncertain-
ties in the valence quark distributions are observed in the fit
using the dijet data with respect to those obtained from the
inclusive jet cross section. This behaviour can be explained
by a stronger sensitivity of the dijet data to the light quark

distributions, resulting in an increased flexibility of the PDF
parameterisation, however, at the cost of an increased uncer-
tainty.

The measurement of the triple-differential dijet cross sec-
tion not only provides constraints on the PDFs, but also on the
strong coupling constant. Therefore, the PDF fit is repeated
with an additional free parameter: the strong coupling con-
stant αS(MZ). The value obtained for the strong coupling
constant is

αS(MZ) = 0.1199± 0.0015(exp)+0.0002
−0.0002(mod)+0.0002

−0.0004(par),

where the quoted experimental (exp) uncertainty accounts
for all sources of uncertainties in the HERA and CMS data
sets, as well as the NP uncertainties. The model (mod) and
parameterisation (par) uncertainties are evaluated in the same
way as in the PDF determination. The consideration of scale
uncertainties in a global PDF fit is an open issue in the PDF
community because it is unclear how to deal with the cor-
relations in scale settings among the different measurements
and observables. Therefore they are not taken into account
in any global PDF fit up to now, although an elaborate study
of the effect of scale settings on dijet cross sections has been
performed in Ref. [68], which also reports first combined
PDF and αS(MZ) fits using LHC inclusive jet data. Follow-
ing Ref. [53], where the final uncertainties and correlations

Fig. 11 The gluon (top left), sea quark (top right), d valence quark
(bottom left), and u valence quark (bottom right) PDFs as a function
of x as derived from a fit of HERA inclusive DIS data in combination

with CMS inclusive jet data (solid band) and CMS dijet data (hatched
band) at 8 TeV. The PDFs are shown at the scale Q2 = 104 GeV2 with
their total uncertainties
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...the precise data constrain the PDFs, especially in the 
highly boosted regime that probes the highest fractions x  

An increased gluon PDF at high x is obtained and the 
overall uncertainties of the PDFs, are significantly reduced.  

The strong coupling constant 𝛼s(MZ) is extracted together 

with the PDFs in agreement with previous measurements: 

Dominants uncertainty is theoretical, expected to be 
reduced using pQCD NNLO predictions

Data well described by NLO predictions 
corrected for non-perturbative and 
electroweak effects 

except for highly boosted event 
topologies that suffer from large 
uncertainties in PDFs 
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of CMS inclusive jet data at 7 TeV are used in such combined
fits, two different methods to evaluate the scale uncertainty
of the jet cross section on αS(MZ) are studied. First, the
renormalisation and factorisation scales are varied in the cal-
culation of the dijet predictions. The fit is repeated for each
variation. The uncertainty is evaluated as detailed in Sect. 5
and yields ∆αS(MZ) =+0.0026

−0.0016 (scale, refit).
The second procedure is analogous to the method applied

by CMS in previous determinations of αS(MZ) without
simultaneous PDF fits, cf. Refs. [53,61,69,70]. The PDFs are
derived for a series of fixed values of αS(MZ) and the nominal
choice of µr and µf. Using this series, the best fit αS(MZ)

value of the dijet data is determined for each scale varia-
tion. Here, the evaluated uncertainty is ∆αS(MZ) =+0.0031

−0.0019
(scale,αS(MZ)series).

Both results, αS(MZ) = 0.1199+0.0015
−0.0016 (all except scale)

with +0.0026
−0.0016 (scale, refit) and +0.0031

−0.0019 (scale, αS(MZ) series),
are in agreement with Ref. [53], which reports αS(MZ) =
0.1192+0.0023

−0.0019 (all except scale) and +0.0022
−0.0009 (scale, refit)

respectively +0.0024
−0.0039 (scale, αS(MZ) series). Similarly, it is

observed that the second procedure leads to somewhat larger
scale uncertainties, because there is less freedom for com-
pensating effects between different gluon distributions and
the αS(MZ) values. Since this latter uncertainty is the most
consistent to be compared with previous fixed-PDF deter-
minations of αS(MZ), it is quoted as the main result. The
dominant source of uncertainty is of theoretical origin and
arises due to missing higher order corrections, whose effect
is estimated by scale variations.

This value of αS(MZ) is in agreement with the results
from other measurements by CMS [53,61,69– 71] and
ATLAS [72], with the value obtained in a similar analy-
sis complementing the DIS data of the HERAPDF2.0 fit
with HERA jet data [55], and with the world average of
αS(MZ) = 0.1181 ± 0.0011 [73]. In contrast to the other
CMS results, this analysis is mainly focused on PDF con-
straints. The running of the strong coupling constant was
tested only indirectly via the renormalisation group equa-
tions. No explicit test of the running was carried out by
subdividing the phase space into regions corresponding to
different values of the renormalisation scale.

8 Summary

A measurement of the triple-differential dijet cross section is
presented for

√
s = 8 TeV. The data are found to be well

described by NLO predictions corrected for nonperturba-
tive and electroweak effects, except for highly boosted event
topologies that suffer from large uncertainties in parton dis-
tribution functions (PDFs).

The precise data constrain the PDFs, especially in the
highly boosted regime that probes the highest fractions x

of the proton momentum carried by a parton. The impact
of the data on the PDFs is demonstrated by performing a
simultaneous fit to cross sections of deep-inelastic scattering
obtained by the HERA experiments and the dijet cross sec-
tion measured in this analysis. When including the dijet data,
an increased gluon PDF at high x is obtained and the over-
all uncertainties of the PDFs, especially those of the gluon
distribution, are significantly reduced. In contrast to a fit that
uses inclusive jet data, this measurement carries more infor-
mation on the valence-quark content of the proton such that
a more flexible parameterisation is needed to describe the
low-x behaviour of the u and d valence quark PDFs. This
higher sensitivity is accompanied by slightly larger uncer-
tainties in the valence quark distributions as a consequence
of the greater flexibility in the parameterisation of the PDFs.

In a simultaneous fit the strong coupling constant αS(MZ)

is extracted together with the PDFs. The value obtained at
the mass of the Z boson is

αS(MZ) = 0.1199 ± 0.0015 (exp)

± 0.0002 (mod)+0.0002
−0.0004 (par)+0.0031

−0.0019 (scale)

= 0.1199 ± 0.0015 (exp)+0.0031
−0.0020 (theo),

and is in agreement with previous measurements at the LHC
by CMS [53,61,69– 71] and ATLAS [72], and with the world
average value of αS(MZ) = 0.1181 ± 0.0011 [73]. The dom-
inant uncertainty is theoretical in nature and is expected to be
reduced significantly in the future using pQCD predictions
at next-to-next-to-leading order [74].
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Jet physics and jet substructure is an area in which experimental and theoretical approaches meet together. 
Cross-pollination and collaboration between the two communities  

1) Search for new physics (push toward higher mass and reduced x-sec) 

2) Standard Model measurements (e.g. in boosted topologies)  

A quest for a deeper understanding of jet substructure algorithms has contributed to a renewed interest in all-
order calculations in Quantum Chromodynamics (QCD).  

An increasing impact in the study of heavy-ion collisions, or with the exploration of deep-learning techniques.  

Technical Disentangle different “kinds” of jets (initiators, boosted, radiation…)

Prong finders - multiple hard cores in the jet reducing the contamination from bg QCD jets: 

- QCD jets would  be 1-prong objects 
- W/Z/H jets would be two-pronged 
- boosted top jets would be three-pronged 
- an elusive new resonance with a boosted decay into two Higgs bosons, both decaying 

to a bb_bar pair would be a 4-prong object, ...  

Radiation constraints - exploiting the energy correlation and the colour structure with the 
different soft-gluon radiation patterns: 

- a softer QCD radiation is expected from a colorless object (an EW-boson jet) 
- quark-initiated jets are expected to radiate less soft gluons than gluon-initiated jets

Groomers. Large-radius jets are sensitive to soft backgrounds (such as the UE and pileup) . 
“Grooming” tools remove the soft radiation far from the jet axis. Groomers share similarities with 
prong finders: removing soft contamination and keeping the hard prongs are closely related.  

Jet structure
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Physics motivation

• No physics beyond the Standard Model (BSM) discovered at the LHC yet 
• Searches push towards higher masses and lower production cross-sections 

• Typical use-cases for large-radius jets and substructure techniques:

• Production of heavy particle 
X decaying into bosons 
(W/Z/H) or top quarks

• Specific selection of boosted 
topologies 

• E.g. to circumvent trig-
ger constraints for low 
mass resonances

ISR (jet/photon/…)

• Pair production of 
heavy particles with 
decay chain including 
W/Z/H or top

Heavy particles

Pair production

Specific selections

!3

Boosted objects

• Rule of thumb for distance ∆Rij  
between decay products of particle with 
mass m and transverse momentum pT 
 
 

• Heavy  particle pT for which separation of decay products ∆Rij  < 1: 
• W-boson                                                            pT  > 150 GeV 
• Higgs boson with m = 125 GeV:                        pT  > 250 GeV 
• Top quark                                                           pT  > 500 GeV

* z is the fraction of energy retained by daughter particle i

Boost
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Boosted objects

• Rule of thumb for distance ∆Rij  
between decay products of particle with 
mass m and transverse momentum pT 
 
 

• Heavy  particle pT for which separation of decay products ∆Rij  < 1: 
• W-boson                                                            pT  > 150 GeV 
• Higgs boson with m = 125 GeV:                        pT  > 250 GeV 
• Top quark                                                           pT  > 500 GeV

* z is the fraction of energy retained by daughter particle i

Boost
DR<1

W with pT>150 GeV
H with pT>250 GeV
Top with pT>500 GeV

How?
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Tools and approaches

• Wide range of substructure approaches 
from “straightforward” to involved 

• Long history of developments at LHC 

• Examples: 
• Jet mass as analysis discriminant 

• N-subjettiness and N-subjettiness ratios τNM

• Machine learning techniques
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Jet Grooming

• “Clean up” jets by subtracting unassociated (soft) activity 
• Different default for ATLAS and CMS 

                           Trimming                      vs.                     SoftDrop 

• Specific analyses may use 
different approaches, e.g. 
reclustered jets in many searches 
for Supersymmetry
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Tools and approaches

• Wide range of substructure approaches 
from “straightforward” to involved 

• Long history of developments at LHC 

• Examples: 
• Jet mass as analysis discriminant 

• N-subjettiness and N-subjettiness ratios τNM

• Machine learning techniques
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Y
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Neural Networks

Grooming,  
soft activity control 
and cleaning 

Classification

How - observables and substructure approaches
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Example techniques at ATLAS
• Early Run-2: taggers using combinations of two observables 

• e.g. jet mass and N-subjettiness ratio τ32 

• Clear move towards machine learning techniques 
• E.g. boosted decision trees (BDT) and deep neural networks (DNN) 

• ~10 substructure observables as input 

• TopoDNN directly uses inputs to jetfinding

 ATLA
S-JETM

-2018-03
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• e.g. jet mass and N-subjettiness ratio τ32 

• Clear move towards machine learning techniques 
• E.g. boosted decision trees (BDT) and deep neural networks (DNN) 

• ~10 substructure observables as input 

• TopoDNN directly uses inputs to jetfinding

 ATLA
S-JETM

-2018-03

top tagging 

BDT and DNN  
with ~10 substructure 
observables as input 

TopoDNN, directly uses 
inputs to jet finding also
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Example techniques at CMS
• Boosted Event Shape Tagger (BEST) 

• Boost large-R jet into hypothesised reference frame corresponding to heavy particle 
• If correct: jet constituents isotropic and N-prong structure 
• Compute kinematic observables and train 5-output neural network to classify jet

 

Simplification of 5D space

C
M

S D
P-2017/027

• Designed decorrelated taggers (DDT)                                                      [https://arxiv.org/abs/1603.00027] 

• Many substructure variables are correlated to jet mass and pT → tagging distorts 
background distributions 

• Decorrelate by moving to modified scale or shape variables
!8
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Simplification of 5D space
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• Designed decorrelated taggers (DDT)                                                      [https://arxiv.org/abs/1603.00027] 

• Many substructure variables are correlated to jet mass and pT → tagging distorts 
background distributions 

• Decorrelate by moving to modified scale or shape variables

How - observables and substructure approaches
ATLAS-JETM-2018-03 
CMS DP-2017/027

BEST 
Boost Event Shape Tagger 

simultaneously classify hadronic 
decays of boosted heavy objects and 
discriminate them from the light-jet 
background  

Based on consistency test of a jet 
with its expected N-prong topology 
using hypothesized reference frames 
corresponding to each heavy particle 
mass  



Substructures in large-R soft drop boosted jets
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• Jet substructure variables used in BSM searches 
• Measure in large-R soft drop jets 

• Dijet (quark/gluon), W jets, top jets 
• Goal: improve modeling in MC

Jet Substructure Observables

D2: ECF for identifying  
      two-body structures

LHA: provides a measure  
         of jet broadness

arXiv:1903.02942

See I. Bertram’s talk

For the W selection, all MC predictions have a peak shifted relative to data, suggesting that the models 
are overestimating gluon radiation  

Les Houches angularity (LHA) is compared between large-radius jets from data and MC model 
predictions.  

For the dijet selection, all models except Herwig7 describe the data  

arXiv:1903.02942v1



Non perturbative 
Resummation 
Fixed-order

The data are compared to various theoretical predictions: 

+LO prediction slightly off above the splitting threshold (m/pT>0.3), recovered by grooming 

+NLO ~same behavior of LO 

+LO and NLO + resumm disagree at very low masses and for m/pT > 0.3

‘-

• Groomed vs ungroomed mass: handle on the 
soft part of the jet (NP regime) 
• Investigate multiple soft drop parameters

!17

Jet Mass: Dijets

JH
EP09(2013)029

JH
EP11(2018)113 

!17

Phys. R
ev. Lett. 121, 092001 (2018) 

JH
EP

11
(2

01
8)

11
3 

See A. Parker’s talk

Non-perturbative  
 
Resummation 

Fixed-order

Di-jet events

pT [900,1000] GeV 

pT_lead > 600 GeV

CMS - JHEP 11 (2018) 113 
ATLAS - PRL 121, 092001 (2018)Groomed vs ungroomed



J
H
E
P
1
1
(
2
0
1
8
)
1
1
3

20 30 40 100 200 300 1000
 (GeV)

u
Ungroomed jet mass m

14−10

12−10

10−10

8−10

6−10

4−10

2−10

1

210

410

510
 (

1
/G

e
V

)
T

 d
p

u
d
m

σ
2 d

 
T

/d
p

σd
1

0
 10×200-260 GeV 1 10×260-350 GeV 2 10×350-460 GeV 

3
 10×460-550 GeV 4 10×550-650 GeV 

5
 10×650-760 GeV 

6
 10×760-900 GeV 7 10×900-1000 GeV 

8
 10×1000-1100 GeV 

9
 10×1100-1200 GeV 

10
 10×1200-1300 GeV 11 10×> 1300 GeV 

PYTHIA8

CMS  (13 TeV)-12.3 fb

, R=0.8
T

anti-k

Figure 8. Normalized cross section for ungroomed jets for all pT bins. Bins with statistical uncer-
tainty larger than 60% are not shown. The data are shown with markers for each pT bin, scaled by
a factor for better visibility. The total uncertainties (statistical added to systematic in quadrature)
are shown with grey bands. The predictions from pythia8 are shown as a dashed red line.

generator tends to predict the data better, although for m/pT < 0.1, the agreement is worse

than in the range 0.1 < m/pT < 0.3. The same disagreement above the splitting threshold

is observed as in the ungroomed case. The NLO theory prediction with a MC-based physics

model is from powheg + pythia8, and is observed to have largely the same behavior as

pythia8 alone, so the largest effects are coming from the physics model.

The LO and NLO theory predictions with analytic resummation (refs. [17] and [18],

respectively) agree overall with the data, with some slight disagreements at very low masses.

For m/pT > 0.3, the fixed-order matrix element merging is insufficient to capture the true

dynamics due to kinematic effects, as described in section 2, so the predictions diverge

from the data. They agree with the predictions using MC-based physics models, although

some disagreement is observed at very low masses. The resummed predictions are slightly

closer to the pythia8 prediction than to the herwig++ one.

– 15 –

Jet mass probes high and low energy components of jet 

Grooming  
    1) focus to probe the hard component  

    2) decrease the jet mass overall and reduce the sensitivity of the observable to details of the physics 
modeling and pileup effects.  

Differential jet cross section vs jet mass 
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Figure 9. Normalized cross section for groomed jets for all pT bins. Bins with statistical uncertainty
larger than 60% are not shown. The data are shown with markers for each pT bin, scaled by a
factor for better visibility. The total uncertainties (statistical added to systematic in quadrature)
are shown with grey bands. The predictions from pythia8 are shown as a dashed red line.

6 Summary

The double-differential production cross section has been presented for dijet events in bins

of ungroomed jet pT as a function of the jet mass, with and without a jet grooming algo-

rithm applied. The grooming algorithm is observed to decrease the jet mass overall, and

reduce the sensitivity of the observable to details of the physics modeling and pileup effects.

The data are compared to various theoretical predictions, including new calculations using

analytical resummation. Overall, in the normalized cross section, the theoretical predic-

tions agree with the measured cross sections within the uncertainties for masses from 10

to 30% of the jet transverse momentum.

– 16 –
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• Jet pull encodes parton color connections 
• Poorly constrained area of QCD 
• Potentially useful for distinguishing event topologies

Color Flow in Jet Pull

ATLAS measurement at 13 TeV

Eur. Phys. J. C 78 (2018) 847

See S. Marzani’s talk

Jet pull encodes color information

Color flow

Color connections affect radiation structure, kinematics (coherence)  and  topology (reconnection)  

Connections are still a poorly constrained effect of QCD and require further experimental input 

Potential to: distinguish between event topologies, complement the kinematic properties, help in 
the correct assignment of jets to a particular physical process 
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• Jet pull encodes parton color connections 
• Poorly constrained area of QCD 
• Potentially useful for distinguishing event topologies

Color Flow in Jet Pull

ATLAS measurement at 13 TeV

Eur. Phys. J. C 78 (2018) 847

See S. Marzani’s talk
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Default generator does not agree well with data!  
 
 
 
 
 
 
 
 
 
 
 
 
 
Data slightly favors SM over exotic color flow

Color Flow in Jet Pull
Eur. Phys. J. C 78 (2018) 847

See S. Marzani’s talkThe magnitude of the jet-pull vector is poorly modelled in general, with the prediction obtained from 
Powheg + Herwig 7 agreeing best with data.  

The default SM prediction, Powheg + Pythia 8, agrees poorly with the data. Powheg + Pythia 6 are in 
significantly better agreement 

A model simulating an exotic flow is used (color-flipped): data favors the SM case over the exotic model 

Color flow Eur. Phys. J. C 78 (2018) 847 

tt_bar selection
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Abstract

At the LHC, many physics analyses are studying processes characterized by a signal with jets originating from quarks, while the jets in the background are gluon-like. Based on observables sensitive to fundamental differences in the fragmentation 
properties of gluons and quarks, a likelihood discriminant is built. The performance of the tagger is evaluated on data using Z+jets and dijets events produced in proton-proton collisions at a centre-of-mass energy of 13 TeV, recorded in 2015 by the 

CMS experiment at the LHC. A comparison between the discrimination obtained in Pythia8 and Herwig++ generators is also presented.
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jets from light-flavor quarks     jets from gluons6=
main differences are: 

✴ the particle multiplicity is higher in gluon jets than in light-quark jets; 

✴ the fragmentation function of gluon jets is considerably softer than that of a 
quark jet; 

✴ gluon jets are less collimated than quark jets. 

q q
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H
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q q

the capability of distinguish between quark and gluon is very important at analysis level 

✴ generally analysis’s signal final states include quarks jets  

✴ very common are the overwhelming background from multi-jet QCD production (with gluon jets) or 
electroweak backgrounds with hard initial or final state gluon radiation 

theoretical background and motivation

quark

gluon

discriminating variables

ellipse minor axis

ex. VHF H(bb)

the most discriminating variables are:

multiplicity

the discriminator correct functioning has been verified on data in 2 samples:  

✴ Z+jets events, quark-enriched  

✴ dijet events, gluon-enriched  

on both the parton flavors and across the whole phase space 

to discriminate between quark and gluon jets a likelihood-discriminator  (QGL) is built:  

✴ the PDFs on which the likelihood is based are built from jets in simulated QCD dijet event  

✴ based on the variables with the highest discriminator power 

✴ in several      and    bins, across the whole detector acceptance

building the discriminator 

QGL peaking at 1: quark

QGL peaking at 0: gluon

validation on data

good data/mc shape agreement is obtained on both the 
training variables and the final quark-gluon likelihood

ellipse minor axis fragmentation

Z+jetsdijets
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the final quark-gluon likelihood 
has an output between 0 and 
1, which can be interpreted as 
the probability of the jet to be 

quark-like

the tagger performances are shown in terms of quark-jet efficiency and gluon-jet rejection
comparing the performances obtained with 

the single variables
comparing performances for the jets in 

different kinematic regions

A discriminant has been developed to separate jets originating from the hadronization of gluons or light-quarks. It is built as the likelihood-product of the PDFs of the three input variables and it is trained separately in several 
kinematic regions. The discriminator input variables and output distributions have been validated using Z+jets and dijet events. In order to reproduce better the observed data outputs, Monte Carlo weights have been derived 

inclusively in transverse momentum and in each bin of the likelihood distribution. Finally, a comparison between Pythia8 and Herwigg++ has been performed and it resulted in similar hadronization properties for quarks-like jets 
but also in significant discrepancies for gluon-like jets. 

generators comparison

Distinguishing quark and gluon jets at 13 TeV in the CMS experiment
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to improve the agreement between data and MC, 
weights are derived for each QGL distribution bin 
and inclusively in transverse momentum exploring, 

exploiting the yields in data and MC for the two 
parton flavor components
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Abstract

At the LHC, many physics analyses are studying processes characterized by a signal with jets originating from quarks, while the jets in the background are gluon-like. Based on observables sensitive to fundamental differences in the fragmentation 
properties of gluons and quarks, a likelihood discriminant is built. The performance of the tagger is evaluated on data using Z+jets and dijets events produced in proton-proton collisions at a centre-of-mass energy of 13 TeV, recorded in 2015 by the 

CMS experiment at the LHC. A comparison between the discrimination obtained in Pythia8 and Herwig++ generators is also presented.
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jets from light-flavor quarks     jets from gluons6=
main differences are: 

✴ the particle multiplicity is higher in gluon jets than in light-quark jets; 

✴ the fragmentation function of gluon jets is considerably softer than that of a 
quark jet; 

✴ gluon jets are less collimated than quark jets. 
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the capability of distinguish between quark and gluon is very important at analysis level 

✴ generally analysis’s signal final states include quarks jets  

✴ very common are the overwhelming background from multi-jet QCD production (with gluon jets) or 
electroweak backgrounds with hard initial or final state gluon radiation 

theoretical background and motivation

quark

gluon

discriminating variables

ellipse minor axis

ex. VHF H(bb)

the most discriminating variables are:

multiplicity

the discriminator correct functioning has been verified on data in 2 samples:  

✴ Z+jets events, quark-enriched  

✴ dijet events, gluon-enriched  

on both the parton flavors and across the whole phase space 

to discriminate between quark and gluon jets a likelihood-discriminator  (QGL) is built:  

✴ the PDFs on which the likelihood is based are built from jets in simulated QCD dijet event  

✴ based on the variables with the highest discriminator power 

✴ in several      and    bins, across the whole detector acceptance

building the discriminator 

QGL peaking at 1: quark

QGL peaking at 0: gluon

validation on data

good data/mc shape agreement is obtained on both the 
training variables and the final quark-gluon likelihood

ellipse minor axis fragmentation

Z+jetsdijets
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the final quark-gluon likelihood 
has an output between 0 and 
1, which can be interpreted as 
the probability of the jet to be 

quark-like

the tagger performances are shown in terms of quark-jet efficiency and gluon-jet rejection
comparing the performances obtained with 

the single variables
comparing performances for the jets in 

different kinematic regions

A discriminant has been developed to separate jets originating from the hadronization of gluons or light-quarks. It is built as the likelihood-product of the PDFs of the three input variables and it is trained separately in several 
kinematic regions. The discriminator input variables and output distributions have been validated using Z+jets and dijet events. In order to reproduce better the observed data outputs, Monte Carlo weights have been derived 

inclusively in transverse momentum and in each bin of the likelihood distribution. Finally, a comparison between Pythia8 and Herwigg++ has been performed and it resulted in similar hadronization properties for quarks-like jets 
but also in significant discrepancies for gluon-like jets. 

generators comparison

Distinguishing quark and gluon jets at 13 TeV in the CMS experiment
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how different things would look like by 
using a different parton shower?

to improve the agreement between data and MC, 
weights are derived for each QGL distribution bin 
and inclusively in transverse momentum exploring, 

exploiting the yields in data and MC for the two 
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once the weights have been derived and 
fitted with a polynomial function, the 

correction have been applied to the MC 
components and the data/mc agreement 

has been checked 
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tagging efficiencies of the discriminator 
have been studied 

✴ comparing two parton shower, 
Pythia8 and Herwig++ 

✴ before and after the reweighing 

reweighting method has good performances on both parton showers and selection 
efficiencies after the reweighting are very close for both generators

Z+jets dijets

Z+jets dijets

the full 2015 dataset is analyzed

ΔR=0.4
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how is the flavor of the 
reconstructed jet identified?
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Z+jets

Reweighting: 
good performances on both 
parton shower models
selection efficiencies after 
the reweighting are very 
close for both generators 
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2) Jet substructure 
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4) Some highlights  
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Vector boson + jets
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 Motivation 

 Vector boson production associated with jets:  

‣ precise tests of perturbative quantum chromodynamics 
(pQCD) 

‣ sensitive to parton distribution functions (PDFs) in proton: 
gluon and sea-quarks PDF 

‣ presence of jets increases parton momentum fraction (x) 
and energy scale (Q2) ranges 

‣ potential to improve the understanding of PDFs 

‣ important background for the Standard Model processes 
and for searches of new physics

�2

qq̅ → Vg

dominant: qg → Vq
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dominant: qg → Vq

Precise tests of perturbative QCD 

Sensitive to parton distribution functions (PDFs) in proton: gluon and sea-quarks PDF  
          presence of jets increases parton momentum fraction (x) and energy scale (Q2) ranges  
          potential to improve the understanding of PDFs  

Important background for the Standard Model processes and for searches of new physics  

Vector boson production associated with jets:  
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Analyses overview 

Differential cross sections (up to 4 jets) 
pT, |y| of the leading jet  
Δ!(µ,j): azimuthal correlation between 
the muon and the leading jet
∆R(μ, closest jet): angular distance 
between the muon and the closest jet 
HT: the scalar pT sum of the jets 
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uncertainties:  
‣ jet energy scale 

(1–25% for N=1-6) 
and resolution 
(1%) 
‣measured 

efficiency (1.2%)

Differential cross sections
‣ jet multiplicity (up to 6 jets)  
‣ pT of Z 
‣ jet kinematics: pT , y, HT (up to 3 jets) 
‣ pTbal: balance between the Z boson 

and jet transverse momenta  
‣ JZB: jet-Z balance 
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dominant systematic 
uncertainties:  
‣ jet energy scale 

(~5% for N=1) and 
resolution (1%) 
‣measured 

efficiency (2%–4%)
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mu (W) or mu+ele (Z) channels 
 
Main background from tt  

Dominant systematics: 
    Jet energy scale (1–25%)  
    Jet energy resolution (1%) 
    Measured efficiency (1-4%)  

MC multileg LO ME+PS: MadGraph5_aMC@NLO generator  
‣ kT- MLM merging scheme  
‣ interfaced with PYTHIA8 using NNPDF2.3 (LO) and NNPDF3 (LO)  
‣ up to N = 0..4 jets in the final state 

MC multileg NLO ME+PS: MadGraph5_aMC@NLO generator  
‣ FXFX jet merging scheme 
‣ interfaced with PYTHIA8 using NNPDF2.3 (LO) and NNPDF3 (NLO)  
‣ NLO accuracy for N = 0,1,2 partons and LO accuracy for N = 3, 4  

NNLO+NNLL: Geneva1.0-RC2 MC using PDF4LHC15 (for Z)  
‣ combined with PS and HAD provided by PYTHIA8 

Fixed-order NNLO calculations for V+1jet  
‣ N-jettiness subtraction scheme using CT14  
‣ non perturbative correction from MadGraph5_aMC@NLO+ PYTHIA8 

LOMG_aMC 

NLOMG_aMCFxFx 

GE 

Njetti NNLO

Theoretical predictions and model used:

13 TeV, 2.19 fb-1

Vector boson + jets
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 W+jets at 13 TeV
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‣NLO MG_aMC FxFx: good agreement 
‣Njetti NNLO: best agreement for W ≥1jet  
‣ LO MG_aMC: underestimates the data at 

low jet pT 

‣ predictions are in good agreement with 
data 
‣ exception: underestimation at low pT by 

LO MG_aMC

HTpT(j1)

Nataliia Zakharchuk QCD in W/Z+jets events QCD@LHC 2019

 W+jets at 13 TeV

�14

) [GeV]
1

(j
T

p

3−10

2−10

1−10

1

10

Data
 2j NLO + PS)≤MG_aMC FxFx + PY8 (

 4j LO + PS)≤MG_aMC + PY8 (
 NNLOjettiN

CMS

 (13 TeV)-12.2 fb

 (R = 0.4) JetsTanti-k
| < 2.4 jet > 30 GeV, |yjet

T
p

 1-jet≥) + νµW(

)  
[p

b/
G

eV
]

1(j T
/d

p
σd

) [GeV]1(jTp

M
G

_a
M

C 
Fx

Fx
/D

at
a

0.5

1

1.5

Syst. + stat. unc. (gen)

) [GeV]1(jTp

M
G

_a
M

C/
Da

ta

0.5

1

1.5

Stat. unc. (gen)

) [GeV]
1

(j
T

p
100 200 300 400 500 600 700 800 900

NN
LO

/D
at

a

0.5

1

1.5

Syst. + stat. unc. (gen)

 [GeV]TH

4−10

3−10

2−10

1−10

1

10

Data
 2j NLO + PS)≤MG_aMC FxFx + PY8 (

 4j LO + PS)≤MG_aMC + PY8 (
 NNLOjettiN

CMS

 (13 TeV)-12.2 fb

 (R = 0.4) JetsTanti-k
| < 2.4 jet > 30 GeV, |yjet

T
p

 1-jet≥) + νµW(

(je
ts

)  
[p

b/
G

eV
]

T
/d

H
σd

 [GeV]TH

M
G

_a
M

C 
Fx

Fx
/D

at
a

0.5

1

1.5

Syst. + stat. unc. (gen)

 [GeV]TH

M
G

_a
M

C/
Da

ta

0.5

1

1.5

Stat. unc. (gen)

 [GeV]TH
200 400 600 800 1000 1200 1400

NN
LO

/D
at

a

0.5

1

1.5

Syst. + stat. unc. (gen)

‣NLO MG_aMC FxFx: good agreement 
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‣ LO MG_aMC: underestimates the data at 

low jet pT 

‣ predictions are in good agreement with 
data 
‣ exception: underestimation at low pT by 
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 W+jets at 13 TeV
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‣ predictions describe data within 
uncertainties 

‣ fairly good agreement with data  
‣within the uncertainties 

‣ LO MG_aMC: underestimates the 
data in the high-∆R region 

∆R(μ, closest jet)Δ!(µ,j1)
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‣ predictions describe data within 
uncertainties 

‣ fairly good agreement with data  
‣within the uncertainties 

‣ LO MG_aMC: underestimates the 
data in the high-∆R region 

∆R(μ, closest jet)Δ!(µ,j1)

W + jets

General: fairly good agreement with data 
within the uncertainties 

LO MG_aMC: underestimates the data at low 
jet pT, low HT and high DR 

Njetti NNLO: best agreement for W ≥1jet 

NLO MG_aMC FxFx: good agreement

Differential cross sections (up to 4 jets) 

pT, |y| of the leading jet 

HT: the scalar pT sum of the jets  

Δ𝜙(µ,j): azimuthal correlation between the 
muon and the leading jet 

∆R(µ, closest jet): angular distance between 
the muon and the closest jet
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 Z+jets at 13 TeV
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‣NLO MG5_aMC and NNLO: the best description 
‣GENEVA: good agreement for the 1st jet  
‣ LO MG5_aMC: not describing well
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Differential cross sections (up to 6 jets) 

pTofZ 

jet kinematics: pT , y, HT (up to 3 jets) 

pTbal: balance between the Z boson and jet 
transverse momenta

NLO MG5_aMC and Njetty NNLO: the best description 

GENEVA: good agreement for the 1st jet 

LO MG5_aMC: underestimates the data
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 !+jets production at 13TeV
Signal extraction: 
‣ BDT based on photon (kinematic + shower 

shape) variables  
‣ signal BDT template: "+jets MC (Pythia8), 

validated with Z→ee, Z→µµ 

 Theoretical predictions:
‣  NLO: JETPHOX 1.3.1 generator, NNPDF3.0 PDFs 

and the Bourhis-Fontannaz-Guillet (BFG) set II 
parton fragmentation functions  
‣ photon ET used as the scale 
‣ total uncertainty includes:  

‣ the scale, PDF, αS, and underlying event and 
parton shower uncertainties 
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Figure 2: Distributions of the BDT output for an EB (left) and an EE (right) bin with photon
ET between 200–220 GeV and |yjet| < 1.5. The points represent data, and the solid histograms,
approaching the data points, represent the fit results with the signal (dashed) and background
(dotted) components displayed. The bottom panels show the ratio of the data to the fitted
results and the c2/dof.

mented in the RooUnfold software package [43], to take into account migrations between dif-
ferent bins due to the photon energy scale and resolution, and into and out of the fiducial ET
region. The unfolding response matrix is obtained from the PYTHIA 8 photon+jet sample. The
unfolding corrections are small, of the order of 1%. The size of the corrections is also verified
using an independent photon+jet sample generated with MADGRAPH.

The inclusive isolated-photon differential production cross section is calculated as

d2s

dygdE
g
T
=

U (N
g)

DygDE
g
T

1
e SF L

, (1)

and the photon+jet as
d3s

dygdE
g
Tdyjet =

U (N
g)

DygDE
g
TDyjet

1
e SF L

, (2)

where U (N
g) denotes the unfolded photon yields in bins of width DE

g
T and Dy, and y is the

rapidity of either the photon or the jet. In these equations, e denotes the product of trigger,
reconstruction, and selection efficiencies; SF the product of the selection and electron veto scale
factors; and L is the integrated luminosity.

6 Systematic uncertainties
The uncertainty in the efficiency of the event selection is typically small except in the high-ET
region, where statistical uncertainties in both data and simulated events dominate. A summary

✓ Differential cross sections as a function of the photon ET 

➡Hugues LATTAUD’s talk

Signal extraction: 

BDT based on photon (kinematic + shower shape) variables 

Signal BDT template: 𝛾+jets MC (Pythia8), validated with Z→ee, 
Z→µµ 

Theoretical predictions: 

NLO: JETPHOX 1.3.1 generator, NNPDF3.0 PDFs and the Bourhis-
Fontannaz-Guillet (BFG) set II parton fragmentation functions 

photon ET used as the scale  

total uncertainty includes the scale, PDF, αS, and underlying event 
and parton shower uncertainties  
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Figure 5: Differential cross sections for photon+jet production in two photon rapidity bins,
|yg| < 1.44 and 1.57 < |yg| < 2.5, and two jet rapidity bins, |yjet| < 1.5 and 1.5 < |yjet| < 2.4.
The points show the measured values with their total uncertainties, and the lines show the
NLO JETPHOX predictions with the NNPDF3.0 PDF set.
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Figure 6: The ratios of theoretical NLO prediction to data for the differential cross sections for
photon+jet production in two photon rapidity (|yg| < 1.44 and 1.57 < |yg| < 2.5) and two jet
rapidity (|yjet| < 1.5 and 1.5 < |yjet| < 2.4) bins , are shown. The error bars on the data points
represent their statistical uncertainty, while the hatched area shows the total experimental un-
certainty. The error bars on the ratios show the scale uncertainties, and the shaded area shows
the total theoretical uncertainties.

Comparison between the cross 
sections and NLO pQCD calculations  
‣ in two photon rapidity and two jet 

rapidity bins 
‣ extended the photon ET range up 

to 1 TeV

The ratio of the theoretical predictions to data  
‣ agreement within statistical and 

systematic uncertainties 
‣ low to middle range in photon ET: the 

experimental uncertainties are smaller or 
comparable to theoretical uncertainties 
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Figure 6: The ratios of theoretical NLO prediction to data for the differential cross sections for
photon+jet production in two photon rapidity (|yg| < 1.44 and 1.57 < |yg| < 2.5) and two jet
rapidity (|yjet| < 1.5 and 1.5 < |yjet| < 2.4) bins , are shown. The error bars on the data points
represent their statistical uncertainty, while the hatched area shows the total experimental un-
certainty. The error bars on the ratios show the scale uncertainties, and the shaded area shows
the total theoretical uncertainties.

Comparison between the cross 
sections and NLO pQCD calculations  
‣ in two photon rapidity and two jet 

rapidity bins 
‣ extended the photon ET range up 

to 1 TeV

The ratio of the theoretical predictions to data  
‣ agreement within statistical and 

systematic uncertainties 
‣ low to middle range in photon ET: the 

experimental uncertainties are smaller or 
comparable to theoretical uncertainties 
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Figure 5: Differential cross sections for photon+jet production in two photon rapidity bins,
|yg| < 1.44 and 1.57 < |yg| < 2.5, and two jet rapidity bins, |yjet| < 1.5 and 1.5 < |yjet| < 2.4.
The points show the measured values with their total uncertainties, and the lines show the
NLO JETPHOX predictions with the NNPDF3.0 PDF set.
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Figure 6: The ratios of theoretical NLO prediction to data for the differential cross sections for
photon+jet production in two photon rapidity (|yg| < 1.44 and 1.57 < |yg| < 2.5) and two jet
rapidity (|yjet| < 1.5 and 1.5 < |yjet| < 2.4) bins , are shown. The error bars on the data points
represent their statistical uncertainty, while the hatched area shows the total experimental un-
certainty. The error bars on the ratios show the scale uncertainties, and the shaded area shows
the total theoretical uncertainties.

Comparison between the cross 
sections and NLO pQCD calculations  
‣ in two photon rapidity and two jet 

rapidity bins 
‣ extended the photon ET range up 

to 1 TeV

The ratio of the theoretical predictions to data  
‣ agreement within statistical and 

systematic uncertainties 
‣ low to middle range in photon ET: the 

experimental uncertainties are smaller or 
comparable to theoretical uncertainties 

|y𝛾|<1.44 1.57<|y𝛾|<2.5
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Figure 7: Ratios of JETPHOX NLO predictions to data for various PDF sets as a function of
photon ET for inclusive isolated-photons (top four panels) and photon+jet (four bottom pan-
els). Data are shown as points, the error bars represent statistical uncertainties, while the
hatched area represents the total experimental uncertainties. The theoretical uncertainty in
the NNPDF3.0 prediction is shown as a shaded area.

The ratio of the theoretical 
predictions to data: 
‣ differences are small  
‣ within the theoretical 

uncertainties 
estimated with 
NNPDF3.0  
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The ratio of the theoretical 
predictions to data: 
‣ differences are small  
‣ within the theoretical 

uncertainties 
estimated with 
NNPDF3.0  

|y𝛾|<1.44
1.57<|y𝛾|<2.5

Comparison with NLO pQCD calculations: 

‣ in two photon rapidity (and two jet rapidity bins - not shown) 
‣ extended the photon ET range up to 1 TeV 

1) Agreement with statistical and systematic uncertainties 

2) Low to middle range in photon ET: the experimental uncertainties are smaller or comparable to theoretical 
uncertainties 

3) PDF sets: differences are small and within the theoretical uncertainties estimated with NNPDF3.0 

𝜸 + jets
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3) V+jets 
4) Some highlights  
5) Double Parton 
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Physics motivation

• No physics beyond the Standard Model (BSM) discovered at the LHC yet 

• Searches push towards higher masses and lower production cross-sections 

• Typical use-cases for large-radius jets and substructure techniques:

• Production of heavy particle 

X decaying into bosons 

(W/Z/H) or top quarks

• Specific selection of boosted 

topologies 

• E.g. to circumvent trig
-

ger constraints for low 

mass resonances

ISR (jet/photon/…)

• Pair production of 

heavy particles with 

decay chain including 

W/Z/H or top
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CMS Photon + Dijet Search

• Select events with photon pT > 200 GeV 
• Soft-drop groomed anti-kT R = 0.8 jet 

• Variable N1
2  used to suppress background  - 

combination of energy correlation functions 
• DDT method applied to decorrelate from 

jet mass and pT
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• Data agree well with background 
prediction 

• No evidence for resonance with 
mass from 10 to 125 GeV 

• Photon +  resolved dijet ATLAS result 
recently published (ATLAS-EXOT-2018-05) 

• New CMS results extends reach to 
significantly lower masses 

CMS - arXiv:1905.10331v1 
ATLAS - Phys. Lett. B 795 (2019) 56

Select events with photon pT > 200 GeV  

Soft-drop groomed anti-kT R = 0.8 jet  

Variable N1
2 used to suppress background - 

combination of energy correlation functions 
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• Data agree well with background 
prediction 

• No evidence for resonance with 
mass from 10 to 125 GeV 

• Photon +  resolved dijet ATLAS result 
recently published (ATLAS-EXOT-2018-05) 

• New CMS results extends reach to 
significantly lower masses 

Data agree well with SM prediction  

No evidence for resonance with 
mass from 10 to 125 GeV  

𝜸 + Di-jets



Di-Bjet resonances
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Di-B-Jet Resonances

• Trimmed R = 1.0 jets based on TopoClusters 
• Jet mass combination of calorimeter and 

track assisted definitions 

• Track-based approach to tag jets potentially 
originating from B-mesons (b-tagged)

AT
LA
S

C
M

S

• Soft-drop groomed Anti-kT R=0.8 (CA R=1.5) 
jets for low (high) resonance masses 

• Uses DDT N1
2  

• Dedicated double-b tagger (subjet b-tagging)
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Trimmed R = 1.0 jets based on TopoClusters  

Jet mass combine calorimeter and track 
measurements  

Track-based approach to tag jets potentially 
originating from B-mesons (b-tagged)  

Soft-drop groomed Anti-kT R=0.8 (CA R=1.5) 
jets for low (high) resonance masses  

Uses DDT N1
2  

Dedicated double-b tagger (subjet b-tagging)  

ATLAS-CONF-2018-052  
CMS - Phys. Rev. D 99, 012005 (2019)

Data agree with SM prediction  
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Physics motivation

• No physics beyond the Standard Model (BSM) discovered at the LHC yet 
• Searches push towards higher masses and lower production cross-sections 

• Typical use-cases for large-radius jets and substructure techniques:

• Production of heavy particle 
X decaying into bosons 
(W/Z/H) or top quarks

• Specific selection of boosted 
topologies 

• E.g. to circumvent trig-
ger constraints for low 
mass resonances

ISR (jet/photon/…)

• Pair production of 
heavy particles with 
decay chain including 
W/Z/H or top

Di-boson search arXiv:1906.05977
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Diboson search

• Trimmed R = 1.0 jets from Track-CaloClusters 
• TCC = a type of particle flow optimised for 

high pT substructure 

• Boson tagger using jet mass, energy correlation 
function D2 and track multiplicity 

• Optimised for analysis and W or Z
AT
LA
S

C
M
S

• R = 0.8 jets with PUPPI pileup mitigation, 
groomed with soft drop 

• Tagging based on DDT N-subjettiness  
ratio τ21 

ATLA
S-H

D
B
S-2018-31

C
M
S-B

2G
-18-002

R = 0.8 jets with PUPPI pileup mitigation, 
groomed with soft drop  

Tagging based on DDT N-subjettiness  
 ratio τ21 

77 fb-1 of 13 TeV, 3D fit of mJJ and both jet 
masses 

No significant excess above background 
estimation observed  

Exclusions on e.g. the mass of a new heavy boson 
reach up to 3.8 TeV  

!13

Diboson search

• Use of 139 fb-1 or 77 fb-1 of 13 TeV data 

• CMS uses 3D fit of mJJ and both jet masses 

• No significant excess above background 
estimation observed 

• Exclusions on e.g. the mass of a new heavy 
boson reach up to 3.8 TeV 

AT
LA
S-
H
D
B
S-
20
18
-3
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C
M
S-
B
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Diboson search

• Use of 139 fb-1 or 77 fb-1 of 13 TeV data 

• CMS uses 3D fit of mJJ and both jet masses 

• No significant excess above background 
estimation observed 

• Exclusions on e.g. the mass of a new heavy 
boson reach up to 3.8 TeV 
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H
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Data agree with SM prediction  



Di-Higgs search
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Boosted DiHiggs Searches

• Heavy particle X decaying into two  
125 GeV Higgs bosons 

• HH-> WW*bb 
• Use of mass and N-subjettiness ratios 
• Added challenge: Use of lepton for event selection - can overlap with large-R jet
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ATLAS - JHEP 04 (2019) 092 
CMS -  arXiv:1904.04193

Heavy particle X decaying into two 125 GeV 
Higgs bosons 
  
                X -> HH -> WW*bb 

Use of mass and N-subjettiness ratios  

Added challenge: Use of lepton for event 
selection - can overlap with large-R jet  

Data agree with SM prediction  
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Phys. Rev. D 99 (2019) 092004

Selection on: 

  jet mass 

  N-subjettiness ratio τ32 

   b-tagged R=0.2 track jets  

τ32 of both top candidates  combined 
into likelihood Lτ32 

nb: =0 =1 =2

Lτ　: 32

Category:

Selected events in the boosted analysis

(Medium, (Tight,
0b) 0b) 0b)
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ATLAS DiTop Resonances

• Selection on jet mass,  
N-subjettiness ratio τ32 and  
b-tagged R=0.2 track jets 

• τ32 of both top candidates  
combined into likelihood Lτ32

• Observed data agree well with background expectation 
• Simultaneous shape fit of all signal regions to constrain potential BSM physics
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Di-top search
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Double Parton Scattering 

Double parton scattering in a pp collision  
- an insight in hadron structure and an irreducible background to searches 

Double Parton Scattering
DPS cross section: factorisation formula 

Cross section = parton level cross sections x double parton distributions
𝑑𝜎𝐷𝑃𝑆

𝑑𝑥𝐴𝑑𝑥𝐵𝑑𝑥𝐴′ 𝑑𝑥𝐵′
= 𝑚 ො𝜎𝐴 ො𝜎𝐵 න𝑑2𝒚 𝐹 𝑥𝐴, 𝑥𝐵, 𝒚 𝐹(𝑥𝐴′ , 𝑥𝐵′ , 𝒚)

▪ ො𝜎𝐴and ො𝜎𝐵 parton level cross sections
▪ 𝑚 is a combinatorial factor, ½ if processes are

identical
▪ 𝐹 𝑥𝐴, 𝑥𝐵, 𝒚 is the double parton distribution 

function
▪ 𝒚 is the transverse distance between the 

partons or impact parameter
Assume that 𝐹 𝑥𝐴, 𝑥𝐵, 𝒚 = 𝑓 𝑥𝐴 𝑓 𝑥𝐵 𝐺 𝒚
and where

▪ 𝑓 𝑥 is the standard single parton distribution function
▪ 𝐺 𝒚 is the transverse part of the double parton distribution and the same for all partons

The differential cross section becomes
𝑑𝜎𝐷𝑃𝑆

𝑑𝑥𝐴𝑑𝑥𝐵𝑑𝑥𝐴′ 𝑑𝑥𝐵′
= 𝑚 ∙ ො𝜎𝐴𝑓 𝑥𝐴 𝑓(𝑥𝐴′ ) ∙ ො𝜎𝐵𝑓 𝑥𝐵 𝑓(𝑥𝐵′ ) ∙ න𝑑2𝒚 𝐺(𝒚)
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Double-parton distribution

Dpdf are factorized 
G(y) is the transverse Dpdf 

Double Parton Scattering
Where ො𝜎𝑓(𝑥)𝑓(𝑥′) is the differential cross section for a single parton scattering event, 
which results in the pocket formula for DPS

𝑑𝜎𝐷𝑃𝑆
𝑑𝑥1𝑑𝑥2𝑑𝑥1′𝑑𝑥2′

= 𝑚
𝜎𝑒𝑓𝑓

𝑑𝜎1
𝑑𝑥1𝑑𝑥1′

𝑑𝜎2
𝑑𝑥2𝑑𝑥2′

Where 1
𝜎𝑒𝑓𝑓

= 𝑑2𝒚𝐺(𝒚)

In this approach the parameter 𝜎𝑒𝑓𝑓 is independent 
of the final state and measurement of effective 
area parameter 𝜎𝑒𝑓𝑓 gives insight in hadron structure
in the transversal plane!

Examine variables that exhibit distinctive
behaviour for SPS and DPS processes

Different final states in DPS measurements
at CMS

▪ W + 2 jets
▪ γ + 3 jets
▪ Same-sign WW

4

▪ 4 jets
▪ 2b + 2 jets
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DPS is usually suppressed with respect to a corresponding SPS production 

𝜎eff is independent on the final state 

𝜎eff is an insight in the transverse hadron structure, allowing access to: 

+3D structure of the proton 
+direct measurement of partons correlations 

. 

CMS-PAS-SMP-18-015
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Motivation
W boson production: benchmark process at 
LHC and golden channel for DPS production
Quark initiated 

Sensitive to longitudinal quark 
polarizations
Not sensitive to pileup effects and clean final 
state
DPS WW process constitutes a background in 
new physics at LHC
Previous study at √s = 8 TeV
(doi:10.1007/JHEP02(2018)032)
▪ First search for same-sign WW production

through DPS
▪ No significant excess of events observed above 

the expected SPS yield
▪ 95% confidence level lower limit of 12.2 mb on 

𝜎𝑒𝑓𝑓 or an upper constraint of 0,32 pb on the
cross section
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▪ 4 jets
▪ 2b + 2 jets

𝜎eff measurment: 

Exploiting different topologies arising from correlations in SPS 
processes 
Several measurement exists from past experiment, LHC and in 
different final state 
Large uncertainty mostly due to model-dependent 
extraction

DPS SPS

Same sign W production: 
    SPS largely suppressed, x-sec ~DPS 
    Very clear final state if leptonic 

The most promising channel for the DPS studying is the production of two same sing W bosons (ssWW), because of the very clear 
signature of the final state.

Both the W are reconstructed in the leptonic decay (!→ℓ$, with ℓ = &,() to achieve a good purity of the final state. 
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DPS SPS

Backgrounds:

WZ, W), ZZ

One missed lepton needed 
Cross section higher than the DPS 

cross section by a factor of  102

Drell Yan, W+jets, QCD, **+jets

No direct production of same sign muons in 
final state

Contribution from misreconstructed muons
(e.g. coming from jets) not negligible because 

of the huge cross section

DPS signatures:

§ Uncorrelated WW production

§ No associated jets in final state



Event Selection and Multi-Variate Analysis using
a Boosted Decision Tree (BDT) Training

MVA based on BDT technique to 
enhance signal sensitivity
▪ 2 BDTs trained

▪ WZ background 
▪ Fake lepton background

▪ Same variables used in both BDTs
▪ The BDTs determine a 2D distribution
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Variables:
▪ 𝑝𝑇𝑙1 and 𝑝𝑇𝑙2

▪ 𝐸𝑇𝑚𝑖𝑠𝑠

▪ 𝑀𝑇2
𝑙𝑙

▪ 𝑚𝑇 𝑙1, 𝑙2
▪ 𝑚𝑇 𝑙1, 𝐸𝑇𝑚𝑖𝑠𝑠

Variables
▪ ∆𝜑 𝑙1, 𝑙2
▪ ∆𝜑(𝑙1, 𝐸𝑇𝑚𝑖𝑠𝑠)
▪ ∆𝜑 𝑙1𝑙2, 𝑙2
▪ η1 ∙ η2
▪ η1 + η2
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MVA based on BDT technique to enhance signal sensitivity  

▪ 2 BDTs trained  
▪ WZ background 
▪ Fake lepton background  

▪ Same variables used in both BDTs 
▪ The BDTs determine a 2D distribution  
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Constructing the Final Classifier

Pre-fit results (2016 left, 2017 right)

2D BDT distribution mapped into 1D classifier
Determination of bins through iterative process

Make discrimination between signal and background as large as possible

Extraction of 𝜎𝑒𝑓𝑓
After training two multivariate 
classifiers and combining their results a 
first measurement of DPS same sign 
WW is achieved
Model predictions:
▪ Pythia 8 (CP5)
▪ Factorized approach by using pocket 

formula with:
▪ Inclusive W production cross section

▪ 𝜎𝑒𝑓𝑓 = 20.7 ± 6.6 mb

Cross sections have been deducted for 
both the lepton pair configurations and 
their combination

15

The deducted value of 𝜎𝑒𝑓𝑓 is 12,67−2,92
+5,01 mb
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DPS in same sign W pair



Summary

Several differential cross sections provided by ATLAS and CMS collaborations  
Covering different centre-of-mass energies 
Many observables are studied and compared to the theoretical predictions 

Boosted objects play an important role in many ATLAS and CMS analyses 
Both experiments established performant default procedures to utilize jet substructure 
Searches often re-optimise or adapt techniques 
Typical use-cases are di-boson, -top, -higgs resonance searches, plus cascade decays 
Increasing importance of boosted objects and substructure techniques with rising mass targets 

Theoretical calculations reached NNLO precision for V+1jet and NLO for 4/5 jets, 
overall good agreement with data 

Double Parton Scattering is an unavoidable process to take into account for any 
search and is expected to play an important role for proton structure understanding 

Measurements provide valuable input for a better understanding of 
Perturbative QCD 
SM predictions 
PDFs of the proton 

No evidence of physics beyond the Standard Model at the LHC yet 

Much to look forward to 
Majority of current results use a fraction of recorded Run-2 data 
Substructure tools and techniques are continuously refined

Thanks to the organizers for the kind invitation


