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Figure 8
Energy-sum spectrum of two emitted electrons in double β− decay. The neutrinoless mode reveals itself as a
peak at an energy that corresponds to the Q value of the process. The continuous spectrum below the Q
value originates from the much more probable two-neutrino mode.

Majorana neutrino mass from the measurement of the half-life of this process, it is desirable
to know the Q value with a sub-keV uncertainty. Such uncertainties are easily achievable at all
modern high-precision Penning-trap facilities, and the Q values of all the most prominent double
β− decay transitions have been already determined by various Penning traps with sufficiently low
uncertainty (Table 2) (165–173). The situation with the search for 0ν2EC is more dramatic. It
could be as probable as 0ν2β− decay only if it is resonantly enhanced (163). In that case, 0ν2EC
would offer some benefits with respect to 0ν2β− decay (174):

! There are a variety of excited nuclear states with different low spin values and different
parities in one nuclide to which the double EC transition can be resonantly enhanced,
resulting in relatively short partial half-lives.

! There is a possibility of testing the existence of the right-handed lepton current by observing
transitions to nuclear excited states with negative parity.

! There is no essential background from the two-neutrino mode in the subsequent monochro-
matic spectrum of the neutrinoless mode.

In order to assess whether a particular 0ν2EC transition is resonantly enhanced, one has to de-
termine its Q value with a 100-eV uncertainty.

Table 2 Double β− decay transitions of greatest interest in the search for 0ν2β− decay and their
Q values measured with high-precision Penning-trap mass spectrometry

Transition Q value Reference
136Xe → 136Ba 2,457.83(37) 165
76Ge → 76Se 2,039.006(50) 166
130Te → 130Xe 2,527.518(13) 167
100Mo → 100Ru 3,034.40(17) 168
82Se → 82Kr 2,997.9(3) 169
116Cd → 116Sn 2,813.50(13) 170
48Ca → 48Ti 4,268.121(79) 171
150Nd → 150Sm 3,371.38(20) 172
96Zr → 96Mo 3,356.097(86) 173
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procedure applied to 152Smþ and 152Gdþ this will lead to
equal shifts of the measured frequencies due to static
imperfections of the measurement trap and, thus, will not
affect the frequencies ratio [23]. Although the mean ion
production rate was kept on average constant, temporal
fluctuations of this rate from measurement to measurement
could not be avoided. To investigate the possibility of a
systematic frequency shift due to ion-ion interactions, the
data were divided into 5 sets according to the number of
detected ions. The data with more than 5 ions=cycle were
not used in the analysis. A thorough analysis of the sets did
not reveal any correlations between the frequency ratios
and the number of ions. The drift of the cyclotron fre-
quency in time did not exceed a few tens of mHz over 1 d
due to an implementation of the stabilization of the tem-
perature in the magnet bore as well as of the pressure in the
liquid-helium cryostat [24]. The data analysis was per-
formed along the lines of [25]. In Fig. 1 the cyclotron-
frequency ratios fcð152SmþÞ=fcð152GdþÞ measured with
up to 5 detected ions/cycle are shown. The final frequency
ratio with its uncertainty is given in Table II. A detailed
description of the elaborate analysis of the experimental
data of our experiment will be published elsewhere.

From the frequency ratio theQ!! value of
152Gd is given

by

Q!! ¼ ½Mð152SmÞ &me'
!
fcð152SmþÞ
fcð152GdþÞ

& 1
"
; (3)

where Mð152SmÞ and me are masses of neutral 152Sm and
the electron, respectively. The difference of the ionization
energies of 152Gd and 152Sm is smaller than 1 eV and,
hence, neglected. The final value for Q!! is given in
Table II.

Since for 152Gd the expected degeneracy parameter is
less than 1 keV, an accurate calculation of the double-
electron hole binding energy B2h and its corresponding
width !2h is necessary. The energy B2h—a difference be-
tween the energy of the 4f75d1 configurationwith 1s and 2s
holes and the ground state energy (4f6 configuration) of
neutral 152Sm—was calculatedwith theDirac-Fockmethod
[26] including the Breit (electron-correlation) and quantum
electrodynamics (QED) corrections. The nuclear charge

distribution was taken into account within the Fermi model

with the rms nuclear radius hr2i1=2 ¼ 5:0842 fm [27]. The
initial and final configurations of 152Sm include 3106 and
295 atomic terms, respectively. We used the approximation
in which the energy is averaged over all atomic terms of the
nonrelativistic valence configuration. The validity of this
approximationwas previously demonstrated in calculations
of binding energies, isotopic and chemical shifts of x-ray
lines with large natural widths [28]. The uncertainty of this
calculation is of the order of 10 eV mainly due to a rough
estimate of the QED screening effect. The obtained value of
B2h is given in Table II. The width of the autoionizing state
of 152Sm with 1s and 2s holes is taken as the sum of the
widths of the K and L1 levels, and is equal to 24.8(2.5) eV
[29]. By using these data the parameter " for !! capture in
152Gd was determined to be 0.91(18) keV.
This value is, by far, the lowest for all nuclides which can

undergo"þ! or !! capture. Figure 2 shows a comparison of
the resonance enhancement factor R [see Eq. (1)] for all
known pure !!-capture transitions between ground states of
the mother and daughter nuclides relative to the nuclide
54Fe with the smallest R value. As can be seen from Fig. 2
the resonance enhancement for 152Gd is a factor of 6( 106

larger compared to the definitely nonresonant case of 54Fe,
and, thus, the largest one ever determined.
In order to determine the probability of !! capture #!! in

152Gd, its nuclear matrix elementMð152GdÞwas calculated.
This calculation is based on the quasiparticle random phase
approximation [2]. The single particle energies were ob-
tained with a Coulomb-corrected Woods-Saxon potential.
Two-body G-matrix elements were derived from the
charge dependent Bonn (CD-Bonn) one-boson exchange
potential within the Brueckner theory. The pairing inter-
actions were adjusted to fit the empirical pairing gaps.
The particle-particle and particle-hole channels of the
G-matrix interaction of the nuclear Hamiltonian H were
renormalized by introducing the parameters gpp and gph,

TABLE II. Parameters of double-electron capture of 152Gd,
measured or calculated in this paper: cyclotron-frequency ratio
fcð152SmþÞ=fcð152GdþÞ, transition energy Q!!, binding energy
of the double hole B2h in the atomic shell of the daughter nuclide
152Sm, degeneracy parameter ", and total width of the transition
final state !2h.

½fcð152SmþÞ=fcð152GdþÞ & 1' 3:9363ð126Þ ( 10&7

Q!!=keV 55.70(18)
B2h=keV 54.794(9)
"=keV 0.91(18)
!2h=eV 24.8(2.5)

FIG. 2. Resonance enhancement factors R for pure double-
electron capture transitions between ground states of the mother
and daughter nuclides relative to the R value of 54Fe.
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Majorana neutrino mass from the measurement of the half-life of this process, it is desirable
to know the Q value with a sub-keV uncertainty. Such uncertainties are easily achievable at all
modern high-precision Penning-trap facilities, and the Q values of all the most prominent double
β− decay transitions have been already determined by various Penning traps with sufficiently low
uncertainty (Table 2) (165–173). The situation with the search for 0ν2EC is more dramatic. It
could be as probable as 0ν2β− decay only if it is resonantly enhanced (163). In that case, 0ν2EC
would offer some benefits with respect to 0ν2β− decay (174):

! There are a variety of excited nuclear states with different low spin values and different
parities in one nuclide to which the double EC transition can be resonantly enhanced,
resulting in relatively short partial half-lives.

! There is a possibility of testing the existence of the right-handed lepton current by observing
transitions to nuclear excited states with negative parity.

! There is no essential background from the two-neutrino mode in the subsequent monochro-
matic spectrum of the neutrinoless mode.

In order to assess whether a particular 0ν2EC transition is resonantly enhanced, one has to de-
termine its Q value with a 100-eV uncertainty.

Table 2 Double β− decay transitions of greatest interest in the search for 0ν2β− decay and their
Q values measured with high-precision Penning-trap mass spectrometry

Transition Q value Reference
136Xe → 136Ba 2,457.83(37) 165
76Ge → 76Se 2,039.006(50) 166
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procedure applied to 152Smþ and 152Gdþ this will lead to
equal shifts of the measured frequencies due to static
imperfections of the measurement trap and, thus, will not
affect the frequencies ratio [23]. Although the mean ion
production rate was kept on average constant, temporal
fluctuations of this rate from measurement to measurement
could not be avoided. To investigate the possibility of a
systematic frequency shift due to ion-ion interactions, the
data were divided into 5 sets according to the number of
detected ions. The data with more than 5 ions=cycle were
not used in the analysis. A thorough analysis of the sets did
not reveal any correlations between the frequency ratios
and the number of ions. The drift of the cyclotron fre-
quency in time did not exceed a few tens of mHz over 1 d
due to an implementation of the stabilization of the tem-
perature in the magnet bore as well as of the pressure in the
liquid-helium cryostat [24]. The data analysis was per-
formed along the lines of [25]. In Fig. 1 the cyclotron-
frequency ratios fcð152SmþÞ=fcð152GdþÞ measured with
up to 5 detected ions/cycle are shown. The final frequency
ratio with its uncertainty is given in Table II. A detailed
description of the elaborate analysis of the experimental
data of our experiment will be published elsewhere.

From the frequency ratio theQ!! value of
152Gd is given

by

Q!! ¼ ½Mð152SmÞ &me'
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fcð152SmþÞ
fcð152GdþÞ

& 1
"
; (3)

where Mð152SmÞ and me are masses of neutral 152Sm and
the electron, respectively. The difference of the ionization
energies of 152Gd and 152Sm is smaller than 1 eV and,
hence, neglected. The final value for Q!! is given in
Table II.

Since for 152Gd the expected degeneracy parameter is
less than 1 keV, an accurate calculation of the double-
electron hole binding energy B2h and its corresponding
width !2h is necessary. The energy B2h—a difference be-
tween the energy of the 4f75d1 configurationwith 1s and 2s
holes and the ground state energy (4f6 configuration) of
neutral 152Sm—was calculatedwith theDirac-Fockmethod
[26] including the Breit (electron-correlation) and quantum
electrodynamics (QED) corrections. The nuclear charge

distribution was taken into account within the Fermi model

with the rms nuclear radius hr2i1=2 ¼ 5:0842 fm [27]. The
initial and final configurations of 152Sm include 3106 and
295 atomic terms, respectively. We used the approximation
in which the energy is averaged over all atomic terms of the
nonrelativistic valence configuration. The validity of this
approximationwas previously demonstrated in calculations
of binding energies, isotopic and chemical shifts of x-ray
lines with large natural widths [28]. The uncertainty of this
calculation is of the order of 10 eV mainly due to a rough
estimate of the QED screening effect. The obtained value of
B2h is given in Table II. The width of the autoionizing state
of 152Sm with 1s and 2s holes is taken as the sum of the
widths of the K and L1 levels, and is equal to 24.8(2.5) eV
[29]. By using these data the parameter " for !! capture in
152Gd was determined to be 0.91(18) keV.
This value is, by far, the lowest for all nuclides which can

undergo"þ! or !! capture. Figure 2 shows a comparison of
the resonance enhancement factor R [see Eq. (1)] for all
known pure !!-capture transitions between ground states of
the mother and daughter nuclides relative to the nuclide
54Fe with the smallest R value. As can be seen from Fig. 2
the resonance enhancement for 152Gd is a factor of 6( 106

larger compared to the definitely nonresonant case of 54Fe,
and, thus, the largest one ever determined.
In order to determine the probability of !! capture #!! in

152Gd, its nuclear matrix elementMð152GdÞwas calculated.
This calculation is based on the quasiparticle random phase
approximation [2]. The single particle energies were ob-
tained with a Coulomb-corrected Woods-Saxon potential.
Two-body G-matrix elements were derived from the
charge dependent Bonn (CD-Bonn) one-boson exchange
potential within the Brueckner theory. The pairing inter-
actions were adjusted to fit the empirical pairing gaps.
The particle-particle and particle-hole channels of the
G-matrix interaction of the nuclear Hamiltonian H were
renormalized by introducing the parameters gpp and gph,

TABLE II. Parameters of double-electron capture of 152Gd,
measured or calculated in this paper: cyclotron-frequency ratio
fcð152SmþÞ=fcð152GdþÞ, transition energy Q!!, binding energy
of the double hole B2h in the atomic shell of the daughter nuclide
152Sm, degeneracy parameter ", and total width of the transition
final state !2h.
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Q!!=keV 55.70(18)
B2h=keV 54.794(9)
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FIG. 2. Resonance enhancement factors R for pure double-
electron capture transitions between ground states of the mother
and daughter nuclides relative to the R value of 54Fe.

PRL 106, 052504 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

4 FEBRUARY 2011

052504-3

S. Eliseev et al.  
PRL 106, 052504 (2011)

ν- mass
• triCum	𝛽-	decay	(e.g.	KATRIN)	

• EC	in	163Ho	
• goal:	eV	uncertainty	in	Q-value

nuclear	charge	radii

64 COLLINEAR LASER SPECTROSCOPY: OPTICAL DETECTION.

48
47

46
45

44

43

KSMS=-8.8(5) GHz.u
F = −276(8) MHz/fm2

M40(M ′
A + me)

M ′
A − M40

δ⟨r2⟩40,A′

(fm2.u)
M

40
(M

′ A
+

m
e
)

M
′ A

−
M

40
δν

40
,A

′

−
K

N
M

S
(G

H
z.

u
)

140120100806040200

0

-5

-10

-15

-20

-25

-30

-35

-40

-45

-50

Figure 4.10: King plot: experimental isotope shift as a function of the charge
radii obtained by Palmer et al [60].

and F = −276(8) MHz/fm2, agree with the previously reported values, but
the error on KSMS is reduced by nearly an order of magnitude [17]. The re-
calculated rms charge radii are shown in the third column of Table 4.10. The
results are in very good agreement with the literature values, where available.
The importance of these new results and their impact in the understanding of
the nuclear structure of neutron-rich calcium isotopes and on the development
of modern nuclear theories will be discussed in the following chapter.
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B. Ft value error budgets

We show the contributing factors to the individual Ft-value uncertainties in Fig. 4 for the ”traditional nine” cases
and in Fig. 5 for the remaining eleven. For most of the cases that contribute to the CVC test – 26Alm to 54Co in
Fig. 4 as well as 62Ga and 74Rb in Fig. 5 – the theoretical uncertainties are greater than, or comparable to, the
experimental ones. In these cases, the nuclear-structure-dependent correction, δC − δNS , contributes an uncertainty
of 3-7 parts in 104 to all Ft values between 26Alm and 54Co but jumps up to 20-30 parts in 104 for 62Ga and 74Rb
because of nuclear-model ambiguities. For its part, the nucleus-dependent radiative correction, δ′R, has an uncertainty
that starts very small but grows smoothly with Z2. This is because the contribution to δ′R from order Z2α3 has only
been estimated from its leading logarithm [176] and the magnitude of this estimate has been taken as the uncertainty
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contributes to the final F t values for the 11 other superallowed
transitions. Where the error is shown as exceeding 60 parts in 104, no
useful experimental measurement has been made.

element is

M0 =
∑

α,π

|⟨f |a†
α|π⟩|2. (5)

If isospin is not an exact symmetry, then |i⟩ and |f ⟩ are not
isospin analogs and a correction to M0 needs to be evaluated.
This is the isospin-symmetry-breaking correction, δC , we seek
to determine. It is defined by

M2
F = M2

0 (1 − δC). (6)

Ideally, to obtain δC one would compute Eq. (4) using the shell
model and introduce Coulomb and other charge-dependent
terms into the shell-model Hamiltonian. However, because the
Coulomb force is long range, the shell-model space would
have to be huge to include all the potential states with which
the Coulomb interaction might connect. Currently, this is not
a practical proposition.

To proceed with a manageable calculation, we have devel-
oped a model approach [7,178,179] in which δC is divided into
two parts:

δC = δC1 + δC2. (7)

For δC1, we compute
∑

α,π

⟨f̄ |a†
α|π⟩⟨π |bα|ı⟩ = M0(1 − δC1)1/2, (8)
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FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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Figure 2.27: Results for �C of a ⇥2 minimization with a free parameter Ft.
The solid lines are the theoretical ISB corrections while the points with
errors are the minimization results. See text for details. Figures from
[18].

shows details of the test results. Overall the shell model with Saxon-Woods radial
wave-functions yields the best internal agreement.
An alternative, semi-empirical viewpoint [17] tries to emphasize similarities, and
not differences, between different models. Especially, the shell model calcula-
tions of �C show similar relative patterns in the development of �C over Z, though
their absolute values might differ. In view of Auerbach’s publication [85] and
other works (see references in [17]) for N � Z the transition dependent correc-
tions are expected to scale approximately as Z2. Hence, the individual models
are only considered for their representation of nuclear structure effects but not for
their general (approximate) Z2 behaviour. Instead of correcting all individual su-
perallowed cases to the transition independent Ft-values, one only corrects by the
shell-structure effects in �C and extrapolates the resultant �ft-values to the charge-
independent limit where isospin-symmetry breaking and Coulomb effects are neg-
ligible. This is not the case for an extrapolation towards Z = 0, but at Z = 0.5
where the total mass splitting within an isospin multiplet vanishes [17]. Finally,
these extrapolated Ft values can be compared between different models of �C and
a Vud can be obtained.
In summary, all of these tests benefit from new precision cases or improved ft-
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FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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Figure 2.27: Results for �C of a ⇥2 minimization with a free parameter Ft.
The solid lines are the theoretical ISB corrections while the points with
errors are the minimization results. See text for details. Figures from
[18].

shows details of the test results. Overall the shell model with Saxon-Woods radial
wave-functions yields the best internal agreement.
An alternative, semi-empirical viewpoint [17] tries to emphasize similarities, and
not differences, between different models. Especially, the shell model calcula-
tions of �C show similar relative patterns in the development of �C over Z, though
their absolute values might differ. In view of Auerbach’s publication [85] and
other works (see references in [17]) for N � Z the transition dependent correc-
tions are expected to scale approximately as Z2. Hence, the individual models
are only considered for their representation of nuclear structure effects but not for
their general (approximate) Z2 behaviour. Instead of correcting all individual su-
perallowed cases to the transition independent Ft-values, one only corrects by the
shell-structure effects in �C and extrapolates the resultant �ft-values to the charge-
independent limit where isospin-symmetry breaking and Coulomb effects are neg-
ligible. This is not the case for an extrapolation towards Z = 0, but at Z = 0.5
where the total mass splitting within an isospin multiplet vanishes [17]. Finally,
these extrapolated Ft values can be compared between different models of �C and
a Vud can be obtained.
In summary, all of these tests benefit from new precision cases or improved ft-
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FIG. 4: Summary histogram of the fractional uncertainties attributable to each experimental and theoretical input factor that
contributes to the final Ft values for the “traditional nine” superallowed transitions.

B. Ft value error budgets

We show the contributing factors to the individual Ft-value uncertainties in Fig. 4 for the ”traditional nine” cases
and in Fig. 5 for the remaining eleven. For most of the cases that contribute to the CVC test – 26Alm to 54Co in
Fig. 4 as well as 62Ga and 74Rb in Fig. 5 – the theoretical uncertainties are greater than, or comparable to, the
experimental ones. In these cases, the nuclear-structure-dependent correction, δC − δNS , contributes an uncertainty
of 3-7 parts in 104 to all Ft values between 26Alm and 54Co but jumps up to 20-30 parts in 104 for 62Ga and 74Rb
because of nuclear-model ambiguities. For its part, the nucleus-dependent radiative correction, δ′R, has an uncertainty
that starts very small but grows smoothly with Z2. This is because the contribution to δ′R from order Z2α3 has only
been estimated from its leading logarithm [176] and the magnitude of this estimate has been taken as the uncertainty
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B. Ft value error budgets

We show the contributing factors to the individual Ft-value uncertainties in Fig. 4 for the ”traditional nine” cases
and in Fig. 5 for the remaining eleven. For most of the cases that contribute to the CVC test – 26Alm to 54Co in
Fig. 4 as well as 62Ga and 74Rb in Fig. 5 – the theoretical uncertainties are greater than, or comparable to, the
experimental ones. In these cases, the nuclear-structure-dependent correction, δC − δNS , contributes an uncertainty
of 3-7 parts in 104 to all Ft values between 26Alm and 54Co but jumps up to 20-30 parts in 104 for 62Ga and 74Rb
because of nuclear-model ambiguities. For its part, the nucleus-dependent radiative correction, δ′R, has an uncertainty
that starts very small but grows smoothly with Z2. This is because the contribution to δ′R from order Z2α3 has only
been estimated from its leading logarithm [176] and the magnitude of this estimate has been taken as the uncertainty
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element is

M0 =
∑

α,π

|⟨f |a†
α|π⟩|2. (5)

If isospin is not an exact symmetry, then |i⟩ and |f ⟩ are not
isospin analogs and a correction to M0 needs to be evaluated.
This is the isospin-symmetry-breaking correction, δC , we seek
to determine. It is defined by

M2
F = M2

0 (1 − δC). (6)

Ideally, to obtain δC one would compute Eq. (4) using the shell
model and introduce Coulomb and other charge-dependent
terms into the shell-model Hamiltonian. However, because the
Coulomb force is long range, the shell-model space would
have to be huge to include all the potential states with which
the Coulomb interaction might connect. Currently, this is not
a practical proposition.

To proceed with a manageable calculation, we have devel-
oped a model approach [7,178,179] in which δC is divided into
two parts:

δC = δC1 + δC2. (7)

For δC1, we compute
∑

α,π

⟨f̄ |a†
α|π⟩⟨π |bα|ı⟩ = M0(1 − δC1)1/2, (8)
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FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we

065501-7

COMPARATIVE TESTS OF ISOSPIN-SYMMETRY- . . . PHYSICAL REVIEW C 82, 065501 (2010)

Z of daughterZ of daughter

C
)

%(

C
)

%(
C

)
%(

C
)

%(

C
)

%(
C

)
%(

FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′
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uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
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confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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Figure 2.27: Results for �C of a ⇥2 minimization with a free parameter Ft.
The solid lines are the theoretical ISB corrections while the points with
errors are the minimization results. See text for details. Figures from
[18].

shows details of the test results. Overall the shell model with Saxon-Woods radial
wave-functions yields the best internal agreement.
An alternative, semi-empirical viewpoint [17] tries to emphasize similarities, and
not differences, between different models. Especially, the shell model calcula-
tions of �C show similar relative patterns in the development of �C over Z, though
their absolute values might differ. In view of Auerbach’s publication [85] and
other works (see references in [17]) for N � Z the transition dependent correc-
tions are expected to scale approximately as Z2. Hence, the individual models
are only considered for their representation of nuclear structure effects but not for
their general (approximate) Z2 behaviour. Instead of correcting all individual su-
perallowed cases to the transition independent Ft-values, one only corrects by the
shell-structure effects in �C and extrapolates the resultant �ft-values to the charge-
independent limit where isospin-symmetry breaking and Coulomb effects are neg-
ligible. This is not the case for an extrapolation towards Z = 0, but at Z = 0.5
where the total mass splitting within an isospin multiplet vanishes [17]. Finally,
these extrapolated Ft values can be compared between different models of �C and
a Vud can be obtained.
In summary, all of these tests benefit from new precision cases or improved ft-
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FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
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confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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Figure 2.27: Results for �C of a ⇥2 minimization with a free parameter Ft.
The solid lines are the theoretical ISB corrections while the points with
errors are the minimization results. See text for details. Figures from
[18].

shows details of the test results. Overall the shell model with Saxon-Woods radial
wave-functions yields the best internal agreement.
An alternative, semi-empirical viewpoint [17] tries to emphasize similarities, and
not differences, between different models. Especially, the shell model calcula-
tions of �C show similar relative patterns in the development of �C over Z, though
their absolute values might differ. In view of Auerbach’s publication [85] and
other works (see references in [17]) for N � Z the transition dependent correc-
tions are expected to scale approximately as Z2. Hence, the individual models
are only considered for their representation of nuclear structure effects but not for
their general (approximate) Z2 behaviour. Instead of correcting all individual su-
perallowed cases to the transition independent Ft-values, one only corrects by the
shell-structure effects in �C and extrapolates the resultant �ft-values to the charge-
independent limit where isospin-symmetry breaking and Coulomb effects are neg-
ligible. This is not the case for an extrapolation towards Z = 0, but at Z = 0.5
where the total mass splitting within an isospin multiplet vanishes [17]. Finally,
these extrapolated Ft values can be compared between different models of �C and
a Vud can be obtained.
In summary, all of these tests benefit from new precision cases or improved ft-
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B. Ft value error budgets

We show the contributing factors to the individual Ft-value uncertainties in Fig. 4 for the ”traditional nine” cases
and in Fig. 5 for the remaining eleven. For most of the cases that contribute to the CVC test – 26Alm to 54Co in
Fig. 4 as well as 62Ga and 74Rb in Fig. 5 – the theoretical uncertainties are greater than, or comparable to, the
experimental ones. In these cases, the nuclear-structure-dependent correction, δC − δNS , contributes an uncertainty
of 3-7 parts in 104 to all Ft values between 26Alm and 54Co but jumps up to 20-30 parts in 104 for 62Ga and 74Rb
because of nuclear-model ambiguities. For its part, the nucleus-dependent radiative correction, δ′R, has an uncertainty
that starts very small but grows smoothly with Z2. This is because the contribution to δ′R from order Z2α3 has only
been estimated from its leading logarithm [176] and the magnitude of this estimate has been taken as the uncertainty
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≈20 % due to charge radius
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element is

M0 =
∑

α,π

|⟨f |a†
α|π⟩|2. (5)

If isospin is not an exact symmetry, then |i⟩ and |f ⟩ are not
isospin analogs and a correction to M0 needs to be evaluated.
This is the isospin-symmetry-breaking correction, δC , we seek
to determine. It is defined by

M2
F = M2

0 (1 − δC). (6)

Ideally, to obtain δC one would compute Eq. (4) using the shell
model and introduce Coulomb and other charge-dependent
terms into the shell-model Hamiltonian. However, because the
Coulomb force is long range, the shell-model space would
have to be huge to include all the potential states with which
the Coulomb interaction might connect. Currently, this is not
a practical proposition.

To proceed with a manageable calculation, we have devel-
oped a model approach [7,178,179] in which δC is divided into
two parts:

δC = δC1 + δC2. (7)

For δC1, we compute
∑

α,π

⟨f̄ |a†
α|π⟩⟨π |bα|ı⟩ = M0(1 − δC1)1/2, (8)

055502-12

⇒precision	Penning-trap	mass	measurement

⇒	accessible	through	laser	spectroscopy
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FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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features.
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Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we

065501-7

COMPARATIVE TESTS OF ISOSPIN-SYMMETRY- . . . PHYSICAL REVIEW C 82, 065501 (2010)

Z of daughterZ of daughter

C
)

%(

C
)

%(
C

)
%(

C
)

%(

C
)

%(
C

)
%(

FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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Figure 2.27: Results for �C of a ⇥2 minimization with a free parameter Ft.
The solid lines are the theoretical ISB corrections while the points with
errors are the minimization results. See text for details. Figures from
[18].

shows details of the test results. Overall the shell model with Saxon-Woods radial
wave-functions yields the best internal agreement.
An alternative, semi-empirical viewpoint [17] tries to emphasize similarities, and
not differences, between different models. Especially, the shell model calcula-
tions of �C show similar relative patterns in the development of �C over Z, though
their absolute values might differ. In view of Auerbach’s publication [85] and
other works (see references in [17]) for N � Z the transition dependent correc-
tions are expected to scale approximately as Z2. Hence, the individual models
are only considered for their representation of nuclear structure effects but not for
their general (approximate) Z2 behaviour. Instead of correcting all individual su-
perallowed cases to the transition independent Ft-values, one only corrects by the
shell-structure effects in �C and extrapolates the resultant �ft-values to the charge-
independent limit where isospin-symmetry breaking and Coulomb effects are neg-
ligible. This is not the case for an extrapolation towards Z = 0, but at Z = 0.5
where the total mass splitting within an isospin multiplet vanishes [17]. Finally,
these extrapolated Ft values can be compared between different models of �C and
a Vud can be obtained.
In summary, all of these tests benefit from new precision cases or improved ft-
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FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.
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correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
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every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
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we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
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values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z � 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we

065501-7

Figure 2.27: Results for �C of a ⇥2 minimization with a free parameter Ft.
The solid lines are the theoretical ISB corrections while the points with
errors are the minimization results. See text for details. Figures from
[18].

shows details of the test results. Overall the shell model with Saxon-Woods radial
wave-functions yields the best internal agreement.
An alternative, semi-empirical viewpoint [17] tries to emphasize similarities, and
not differences, between different models. Especially, the shell model calcula-
tions of �C show similar relative patterns in the development of �C over Z, though
their absolute values might differ. In view of Auerbach’s publication [85] and
other works (see references in [17]) for N � Z the transition dependent correc-
tions are expected to scale approximately as Z2. Hence, the individual models
are only considered for their representation of nuclear structure effects but not for
their general (approximate) Z2 behaviour. Instead of correcting all individual su-
perallowed cases to the transition independent Ft-values, one only corrects by the
shell-structure effects in �C and extrapolates the resultant �ft-values to the charge-
independent limit where isospin-symmetry breaking and Coulomb effects are neg-
ligible. This is not the case for an extrapolation towards Z = 0, but at Z = 0.5
where the total mass splitting within an isospin multiplet vanishes [17]. Finally,
these extrapolated Ft values can be compared between different models of �C and
a Vud can be obtained.
In summary, all of these tests benefit from new precision cases or improved ft-
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New Measurement of the Electron Magnetic Moment and the Fine Structure Constant

D. Hanneke, S. Fogwell, and G. Gabrielse*
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A measurement using a one-electron quantum cyclotron gives the electron magnetic moment in Bohr
magnetons, g=2 ! 1:001 159 652 180 73 "28# [0.28 ppt], with an uncertainty 2.7 and 15 times smaller than
for previous measurements in 2006 and 1987. The electron is used as a magnetometer to allow line shape
statistics to accumulate, and its spontaneous emission rate determines the correction for its interaction
with a cylindrical trap cavity. The new measurement and QED theory determine the fine structure
constant, with !$1 ! 137:035 999 084 "51# [0.37 ppb], and an uncertainty 20 times smaller than for any
independent determination of !.

DOI: 10.1103/PhysRevLett.100.120801 PACS numbers: 06.20.Jr, 12.20.Fv, 13.40.Em, 14.60.Cd

The electron magnetic moment ! is one of the few
measurable properties of one of the simplest of elementary
particles—revealing its interaction with the fluctuating
QED vacuum, and probing for size or composite structure
not yet detected. What can be accurately measured is g=2,
the magnitude of ! scaled by the Bohr magneton, "B !
e@="2m#. For an eigenstate of spin S,

 ! ! $g
2
"B

S
@=2 ; (1)

with g=2 ! 1 for a point electron in a renormalizable Dirac
description. QED predicts that vacuum fluctuations and
polarization slightly increase this value. Physics beyond
the standard model of particle physics could make g=2
deviate from the Dirac/QED prediction (as internal quark-
gluon substructure does for a proton).

The 1987 measurement that provided the accepted g=2
for nearly 20 years [1] was superceded in 2006 by a
measurement that used a one-electron quantum cyclotron
[2]. Key elements were quantum-jump spectroscopy and
quantum nondemolition (QND) measurements of the low-
est cyclotron and spin levels [3], a cylindrical Penning trap
cavity [4] (Fig. 2), inhibited spontaneous emission [5], and
a one-particle self-excited oscillator (SEO) [6]. This Letter
reports an improved measurement that has a 2.7 and
15 times lower uncertainty than the 2006 and 1987 mea-
surements, respectively, and confirms a 1.8 standard devia-
tion shift of the 1987 value [Fig. 1(a)]. The interaction of
the electron and its surrounding trap cavity is probed by
measuring g=2 and the electron’s spontaneous emission
rate as a function of magnetic field, thereby determining
the corrections needed for good agreement between mea-
surements at different fields. The electron is also used as its
own magnetometer to accumulate quantum-jump line
shape statistics over days, making it possible to compare
methods for extracting the resonance frequencies.

The new measurement and recently updated QED theory
[7] determine ! with an uncertainty 20 times smaller than
does any independent method [Fig. 1(b)]. The uncertainty
in ! is now limited a bit more by the need for a higher-

order QED calculation (underway [7]) than by the mea-
surement uncertainty in g=2. The accuracy of the new g
sets the stage for an improved CPT test with leptons. It also
will allow an improved test of QED, and will be part of the
discovery of low-mass dark-matter particles or the elimi-
nation of this possibility [8], when a better independent
measurement of ! becomes available.

Figure 3 represents the lowest cyclotron and spin energy
levels for an electron weakly confined in a vertical mag-
netic field Bẑ and an electrostatic quadrupole potential.
The latter is produced by biasing the trap electrodes of
Fig. 2. The measured cyclotron frequency !fc % 149 GHz
(blue in Fig. 3) and the measured anomaly frequency !#a %
173 MHz (red in Fig. 3) mostly determine g=2 [2]

 

g
2
’ 1& !#a $ !#2

z="2 !fc#
!fc & 3$=2& !#2

z="2 !fc#
&"gcav

2
; (2)

with only small adjustments for the measured axial fre-
quency !#z % 200 MHz, the relativistic shift $=#c '
h#c="mc2# % 10$9, and the cavity shift "gcav=2. The latter
is the fractional shift of the cyclotron frequency caused by
the interaction with radiation modes of the trap cavity. The
Brown-Gabrielse invariance theorem [9] has been used to
eliminate the effect of both quadratic distortions to the
electrostatic potential, and misalignments of the trap elec-
trode axis with B. Small terms of higher order in !#z= !fc are
neglected.

FIG. 1. Most accurate measurements of the electron g=2 (a),
and most accurate determinations of ! (b).
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Figure 9
Superallowed nuclear β transitions addressed by Penning-trap facilities until the present (101). Adapted with
permission from Reference 115.

particular interest because their present best values at the uncertainty level of δm/m = 10−10 or
below have all been obtained by Penning-trap mass spectrometry, indirectly in the case of the
electron and the neutron. A comparison of the masses of the particles and their antiparticles also
enables a stringent test of CPT invariance in the leptonic and baryonic sectors. The atomic mass
of the proton was recently measured with a purpose-built Penning-trap system with a precision of
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Figure 10
The 14 most precise Ft values of superallowed nuclear β transitions addressed by Penning-trap facilities
(186). The blue band represents the mean Ft value and its uncertainty.
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TABLE III. Result of the atomic-mass evaluation incorporating our present results. The experimental mass excesses Dexp from the ISOLTRAP cyclotron frequency ratio measurements
were calculated by using the most recent values for the mass of 85Rb, the electron mass, and the unified atomic mass unit, all given in the text. Uncertainties (in parentheses) refer to the
least significant digits of a quantity. The literature values Dlit are from Ref. [25], except the ones for 87Rb and 133Cs, which are from the MIT Penning trap measurement [27]. The adjusted
mass excess Dnew is the result of a complete midstream atomic-mass adjustment and reflects the status of September 2006. The last column shows the influence of the present ISOLTRAP
measurements on the final value. The slight change between the ISOLTRAP results and the AME values for 76,80Rb is due to rounding errors that occur in the additional calculation steps of
the AME. The second part of the table shows the nuclides that are indirectly influenced by the present mass measurements; the relevant mass relation as well as the literature masses and the
new adjusted mass excesses are indicated.

Nuclide Dexp Dlit Dexp − Dlit Dnew Infl.
(keV) (keV) (keV) (keV) (%)

2000 2002 2003 mean

64Zn −65 998.6(7.8) −65 998.6(7.8) −65 999.5(1.7) 0.9(8.0) −66 003.56(68) 0
71Ga −70 137.5(1.2) −70 137.5(1.2) −70 136.8(1.8) −0.7(2.2) −70 139.14(79) 42
74Ga −68 047(21) −68 019(32) −68 041(18)a −68 050(70) 9(72) −68 049.6(3.7) 0
74Rb −51 905(18)b −51 917.3(4.8)c −51 910.7(7.0)c −51 914.7(3.9) −51 730(720) −180(720) −51 917.0(3.7) 84
75Rb −57 218.6(1.6) −57 225(20) −57 218.7(1.6) −57 222.0(8.0) 3.3(8.2) −57 218.7(1.6) 100
76Rb −60 479.8(1.8)b −60 488(14) −60 477.0(1.5) −60 478.1(1.1) −60 481.0(8.0) 2.9(8.1) −60 478.1(1.2) 100
77Rb −64 830.5(1.3) −64 830.5(1.3) −64 826.0(8.0) −4.5(8.1) −64 830.5(1.3) 100
79Rb −70 803.0(2.1) −70 803.0(2.1) −70 797.0(7.0) −6.0(7.3) −70 803.0(2.1) 100
80Rb −72 175.4(1.8) −72 175.4(1.8) −72 173.0(7.0) −2.4(7.2) −72 175.5(1.9) 100
83Rb −79 070.6(2.3) −79 070.6(2.3) −79 073.0(6.0) 2.4(6.4) −79 070.6(2.3) 100
84Sr −80 649.5(1.4) −80 649.5(1.4) −80 644.0(3.0) −5.5(3.3) −80 648.7(1.3) 86
87Rb −84 597.94(75) −84 597.94(75) −84 597.795(12) −0.14(75) −84 597.795(12) 0
88Sr −87 938(18) −87 938(18) −87 919.7(2.2) −18(19) −87 922.0(1.1) 0
133Cs −88 072.5(1.5) −88 072.5(1.5) −88 070.958(22) −1.6(1.5) −88 070.960(22) 0

71Ge primary, via 71Ge(ϵ)71Ga −69 904.9(1.7) −69 906.65(80) 32
72Ga primary, via 71Ga(n, γ )72Ga −68 586.5(2.0) −68 588.30(79) 29
75Sr tertiary, via 75Sr(ϵ)75Rb −46 650(300)d −46 620(220) 100
82Sr primary, via 84Sr(p, t)82Sr −76 009.0(6.0) −76 010.7(5.4) 41
84Rb primary, via 84Rb(β−)84Sr −79 750.0(3.0) −79 752.8(2.7) 34
84Y secondary, via 84Y(β+)84Sr −74 160(90) −74 163(91) 86

aA possible isomeric contamination has been corrected for.
bThis result has been published previously [24].
cThis result has been published previously [13].
dMass excess estimated from systematic trends.
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TABLE III. Result of the atomic-mass evaluation incorporating our present results. The experimental mass excesses Dexp from the ISOLTRAP cyclotron frequency ratio measurements
were calculated by using the most recent values for the mass of 85Rb, the electron mass, and the unified atomic mass unit, all given in the text. Uncertainties (in parentheses) refer to the
least significant digits of a quantity. The literature values Dlit are from Ref. [25], except the ones for 87Rb and 133Cs, which are from the MIT Penning trap measurement [27]. The adjusted
mass excess Dnew is the result of a complete midstream atomic-mass adjustment and reflects the status of September 2006. The last column shows the influence of the present ISOLTRAP
measurements on the final value. The slight change between the ISOLTRAP results and the AME values for 76,80Rb is due to rounding errors that occur in the additional calculation steps of
the AME. The second part of the table shows the nuclides that are indirectly influenced by the present mass measurements; the relevant mass relation as well as the literature masses and the
new adjusted mass excesses are indicated.

Nuclide Dexp Dlit Dexp − Dlit Dnew Infl.
(keV) (keV) (keV) (keV) (%)

2000 2002 2003 mean

64Zn −65 998.6(7.8) −65 998.6(7.8) −65 999.5(1.7) 0.9(8.0) −66 003.56(68) 0
71Ga −70 137.5(1.2) −70 137.5(1.2) −70 136.8(1.8) −0.7(2.2) −70 139.14(79) 42
74Ga −68 047(21) −68 019(32) −68 041(18)a −68 050(70) 9(72) −68 049.6(3.7) 0
74Rb −51 905(18)b −51 917.3(4.8)c −51 910.7(7.0)c −51 914.7(3.9) −51 730(720) −180(720) −51 917.0(3.7) 84
75Rb −57 218.6(1.6) −57 225(20) −57 218.7(1.6) −57 222.0(8.0) 3.3(8.2) −57 218.7(1.6) 100
76Rb −60 479.8(1.8)b −60 488(14) −60 477.0(1.5) −60 478.1(1.1) −60 481.0(8.0) 2.9(8.1) −60 478.1(1.2) 100
77Rb −64 830.5(1.3) −64 830.5(1.3) −64 826.0(8.0) −4.5(8.1) −64 830.5(1.3) 100
79Rb −70 803.0(2.1) −70 803.0(2.1) −70 797.0(7.0) −6.0(7.3) −70 803.0(2.1) 100
80Rb −72 175.4(1.8) −72 175.4(1.8) −72 173.0(7.0) −2.4(7.2) −72 175.5(1.9) 100
83Rb −79 070.6(2.3) −79 070.6(2.3) −79 073.0(6.0) 2.4(6.4) −79 070.6(2.3) 100
84Sr −80 649.5(1.4) −80 649.5(1.4) −80 644.0(3.0) −5.5(3.3) −80 648.7(1.3) 86
87Rb −84 597.94(75) −84 597.94(75) −84 597.795(12) −0.14(75) −84 597.795(12) 0
88Sr −87 938(18) −87 938(18) −87 919.7(2.2) −18(19) −87 922.0(1.1) 0
133Cs −88 072.5(1.5) −88 072.5(1.5) −88 070.958(22) −1.6(1.5) −88 070.960(22) 0

71Ge primary, via 71Ge(ϵ)71Ga −69 904.9(1.7) −69 906.65(80) 32
72Ga primary, via 71Ga(n, γ )72Ga −68 586.5(2.0) −68 588.30(79) 29
75Sr tertiary, via 75Sr(ϵ)75Rb −46 650(300)d −46 620(220) 100
82Sr primary, via 84Sr(p, t)82Sr −76 009.0(6.0) −76 010.7(5.4) 41
84Rb primary, via 84Rb(β−)84Sr −79 750.0(3.0) −79 752.8(2.7) 34
84Y secondary, via 84Y(β+)84Sr −74 160(90) −74 163(91) 86

aA possible isomeric contamination has been corrected for.
bThis result has been published previously [24].
cThis result has been published previously [13].
dMass excess estimated from systematic trends.
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TABLE III. Result of the atomic-mass evaluation incorporating our present results. The experimental mass excesses Dexp from the ISOLTRAP cyclotron frequency ratio measurements
were calculated by using the most recent values for the mass of 85Rb, the electron mass, and the unified atomic mass unit, all given in the text. Uncertainties (in parentheses) refer to the
least significant digits of a quantity. The literature values Dlit are from Ref. [25], except the ones for 87Rb and 133Cs, which are from the MIT Penning trap measurement [27]. The adjusted
mass excess Dnew is the result of a complete midstream atomic-mass adjustment and reflects the status of September 2006. The last column shows the influence of the present ISOLTRAP
measurements on the final value. The slight change between the ISOLTRAP results and the AME values for 76,80Rb is due to rounding errors that occur in the additional calculation steps of
the AME. The second part of the table shows the nuclides that are indirectly influenced by the present mass measurements; the relevant mass relation as well as the literature masses and the
new adjusted mass excesses are indicated.

Nuclide Dexp Dlit Dexp − Dlit Dnew Infl.
(keV) (keV) (keV) (keV) (%)

2000 2002 2003 mean

64Zn −65 998.6(7.8) −65 998.6(7.8) −65 999.5(1.7) 0.9(8.0) −66 003.56(68) 0
71Ga −70 137.5(1.2) −70 137.5(1.2) −70 136.8(1.8) −0.7(2.2) −70 139.14(79) 42
74Ga −68 047(21) −68 019(32) −68 041(18)a −68 050(70) 9(72) −68 049.6(3.7) 0
74Rb −51 905(18)b −51 917.3(4.8)c −51 910.7(7.0)c −51 914.7(3.9) −51 730(720) −180(720) −51 917.0(3.7) 84
75Rb −57 218.6(1.6) −57 225(20) −57 218.7(1.6) −57 222.0(8.0) 3.3(8.2) −57 218.7(1.6) 100
76Rb −60 479.8(1.8)b −60 488(14) −60 477.0(1.5) −60 478.1(1.1) −60 481.0(8.0) 2.9(8.1) −60 478.1(1.2) 100
77Rb −64 830.5(1.3) −64 830.5(1.3) −64 826.0(8.0) −4.5(8.1) −64 830.5(1.3) 100
79Rb −70 803.0(2.1) −70 803.0(2.1) −70 797.0(7.0) −6.0(7.3) −70 803.0(2.1) 100
80Rb −72 175.4(1.8) −72 175.4(1.8) −72 173.0(7.0) −2.4(7.2) −72 175.5(1.9) 100
83Rb −79 070.6(2.3) −79 070.6(2.3) −79 073.0(6.0) 2.4(6.4) −79 070.6(2.3) 100
84Sr −80 649.5(1.4) −80 649.5(1.4) −80 644.0(3.0) −5.5(3.3) −80 648.7(1.3) 86
87Rb −84 597.94(75) −84 597.94(75) −84 597.795(12) −0.14(75) −84 597.795(12) 0
88Sr −87 938(18) −87 938(18) −87 919.7(2.2) −18(19) −87 922.0(1.1) 0
133Cs −88 072.5(1.5) −88 072.5(1.5) −88 070.958(22) −1.6(1.5) −88 070.960(22) 0

71Ge primary, via 71Ge(ϵ)71Ga −69 904.9(1.7) −69 906.65(80) 32
72Ga primary, via 71Ga(n, γ )72Ga −68 586.5(2.0) −68 588.30(79) 29
75Sr tertiary, via 75Sr(ϵ)75Rb −46 650(300)d −46 620(220) 100
82Sr primary, via 84Sr(p, t)82Sr −76 009.0(6.0) −76 010.7(5.4) 41
84Rb primary, via 84Rb(β−)84Sr −79 750.0(3.0) −79 752.8(2.7) 34
84Y secondary, via 84Y(β+)84Sr −74 160(90) −74 163(91) 86

aA possible isomeric contamination has been corrected for.
bThis result has been published previously [24].
cThis result has been published previously [13].
dMass excess estimated from systematic trends.
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B. Ft value error budgets

We show the contributing factors to the individual Ft-value uncertainties in Fig. 4 for the ”traditional nine” cases
and in Fig. 5 for the remaining eleven. For most of the cases that contribute to the CVC test – 26Alm to 54Co in
Fig. 4 as well as 62Ga and 74Rb in Fig. 5 – the theoretical uncertainties are greater than, or comparable to, the
experimental ones. In these cases, the nuclear-structure-dependent correction, δC − δNS , contributes an uncertainty
of 3-7 parts in 104 to all Ft values between 26Alm and 54Co but jumps up to 20-30 parts in 104 for 62Ga and 74Rb
because of nuclear-model ambiguities. For its part, the nucleus-dependent radiative correction, δ′R, has an uncertainty
that starts very small but grows smoothly with Z2. This is because the contribution to δ′R from order Z2α3 has only
been estimated from its leading logarithm [176] and the magnitude of this estimate has been taken as the uncertainty
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element is

M0 =
∑

α,π

|⟨f |a†
α|π⟩|2. (5)

If isospin is not an exact symmetry, then |i⟩ and |f ⟩ are not
isospin analogs and a correction to M0 needs to be evaluated.
This is the isospin-symmetry-breaking correction, δC , we seek
to determine. It is defined by

M2
F = M2

0 (1 − δC). (6)

Ideally, to obtain δC one would compute Eq. (4) using the shell
model and introduce Coulomb and other charge-dependent
terms into the shell-model Hamiltonian. However, because the
Coulomb force is long range, the shell-model space would
have to be huge to include all the potential states with which
the Coulomb interaction might connect. Currently, this is not
a practical proposition.

To proceed with a manageable calculation, we have devel-
oped a model approach [7,178,179] in which δC is divided into
two parts:

δC = δC1 + δC2. (7)

For δC1, we compute
∑

α,π

⟨f̄ |a†
α|π⟩⟨π |bα|ı⟩ = M0(1 − δC1)1/2, (8)
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TABLE III. Result of the atomic-mass evaluation incorporating our present results. The experimental mass excesses Dexp from the ISOLTRAP cyclotron frequency ratio measurements
were calculated by using the most recent values for the mass of 85Rb, the electron mass, and the unified atomic mass unit, all given in the text. Uncertainties (in parentheses) refer to the
least significant digits of a quantity. The literature values Dlit are from Ref. [25], except the ones for 87Rb and 133Cs, which are from the MIT Penning trap measurement [27]. The adjusted
mass excess Dnew is the result of a complete midstream atomic-mass adjustment and reflects the status of September 2006. The last column shows the influence of the present ISOLTRAP
measurements on the final value. The slight change between the ISOLTRAP results and the AME values for 76,80Rb is due to rounding errors that occur in the additional calculation steps of
the AME. The second part of the table shows the nuclides that are indirectly influenced by the present mass measurements; the relevant mass relation as well as the literature masses and the
new adjusted mass excesses are indicated.

Nuclide Dexp Dlit Dexp − Dlit Dnew Infl.
(keV) (keV) (keV) (keV) (%)

2000 2002 2003 mean

64Zn −65 998.6(7.8) −65 998.6(7.8) −65 999.5(1.7) 0.9(8.0) −66 003.56(68) 0
71Ga −70 137.5(1.2) −70 137.5(1.2) −70 136.8(1.8) −0.7(2.2) −70 139.14(79) 42
74Ga −68 047(21) −68 019(32) −68 041(18)a −68 050(70) 9(72) −68 049.6(3.7) 0
74Rb −51 905(18)b −51 917.3(4.8)c −51 910.7(7.0)c −51 914.7(3.9) −51 730(720) −180(720) −51 917.0(3.7) 84
75Rb −57 218.6(1.6) −57 225(20) −57 218.7(1.6) −57 222.0(8.0) 3.3(8.2) −57 218.7(1.6) 100
76Rb −60 479.8(1.8)b −60 488(14) −60 477.0(1.5) −60 478.1(1.1) −60 481.0(8.0) 2.9(8.1) −60 478.1(1.2) 100
77Rb −64 830.5(1.3) −64 830.5(1.3) −64 826.0(8.0) −4.5(8.1) −64 830.5(1.3) 100
79Rb −70 803.0(2.1) −70 803.0(2.1) −70 797.0(7.0) −6.0(7.3) −70 803.0(2.1) 100
80Rb −72 175.4(1.8) −72 175.4(1.8) −72 173.0(7.0) −2.4(7.2) −72 175.5(1.9) 100
83Rb −79 070.6(2.3) −79 070.6(2.3) −79 073.0(6.0) 2.4(6.4) −79 070.6(2.3) 100
84Sr −80 649.5(1.4) −80 649.5(1.4) −80 644.0(3.0) −5.5(3.3) −80 648.7(1.3) 86
87Rb −84 597.94(75) −84 597.94(75) −84 597.795(12) −0.14(75) −84 597.795(12) 0
88Sr −87 938(18) −87 938(18) −87 919.7(2.2) −18(19) −87 922.0(1.1) 0
133Cs −88 072.5(1.5) −88 072.5(1.5) −88 070.958(22) −1.6(1.5) −88 070.960(22) 0

71Ge primary, via 71Ge(ϵ)71Ga −69 904.9(1.7) −69 906.65(80) 32
72Ga primary, via 71Ga(n, γ )72Ga −68 586.5(2.0) −68 588.30(79) 29
75Sr tertiary, via 75Sr(ϵ)75Rb −46 650(300)d −46 620(220) 100
82Sr primary, via 84Sr(p, t)82Sr −76 009.0(6.0) −76 010.7(5.4) 41
84Rb primary, via 84Rb(β−)84Sr −79 750.0(3.0) −79 752.8(2.7) 34
84Y secondary, via 84Y(β+)84Sr −74 160(90) −74 163(91) 86

aA possible isomeric contamination has been corrected for.
bThis result has been published previously [24].
cThis result has been published previously [13].
dMass excess estimated from systematic trends.
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TABLE III. Result of the atomic-mass evaluation incorporating our present results. The experimental mass excesses Dexp from the ISOLTRAP cyclotron frequency ratio measurements
were calculated by using the most recent values for the mass of 85Rb, the electron mass, and the unified atomic mass unit, all given in the text. Uncertainties (in parentheses) refer to the
least significant digits of a quantity. The literature values Dlit are from Ref. [25], except the ones for 87Rb and 133Cs, which are from the MIT Penning trap measurement [27]. The adjusted
mass excess Dnew is the result of a complete midstream atomic-mass adjustment and reflects the status of September 2006. The last column shows the influence of the present ISOLTRAP
measurements on the final value. The slight change between the ISOLTRAP results and the AME values for 76,80Rb is due to rounding errors that occur in the additional calculation steps of
the AME. The second part of the table shows the nuclides that are indirectly influenced by the present mass measurements; the relevant mass relation as well as the literature masses and the
new adjusted mass excesses are indicated.

Nuclide Dexp Dlit Dexp − Dlit Dnew Infl.
(keV) (keV) (keV) (keV) (%)

2000 2002 2003 mean

64Zn −65 998.6(7.8) −65 998.6(7.8) −65 999.5(1.7) 0.9(8.0) −66 003.56(68) 0
71Ga −70 137.5(1.2) −70 137.5(1.2) −70 136.8(1.8) −0.7(2.2) −70 139.14(79) 42
74Ga −68 047(21) −68 019(32) −68 041(18)a −68 050(70) 9(72) −68 049.6(3.7) 0
74Rb −51 905(18)b −51 917.3(4.8)c −51 910.7(7.0)c −51 914.7(3.9) −51 730(720) −180(720) −51 917.0(3.7) 84
75Rb −57 218.6(1.6) −57 225(20) −57 218.7(1.6) −57 222.0(8.0) 3.3(8.2) −57 218.7(1.6) 100
76Rb −60 479.8(1.8)b −60 488(14) −60 477.0(1.5) −60 478.1(1.1) −60 481.0(8.0) 2.9(8.1) −60 478.1(1.2) 100
77Rb −64 830.5(1.3) −64 830.5(1.3) −64 826.0(8.0) −4.5(8.1) −64 830.5(1.3) 100
79Rb −70 803.0(2.1) −70 803.0(2.1) −70 797.0(7.0) −6.0(7.3) −70 803.0(2.1) 100
80Rb −72 175.4(1.8) −72 175.4(1.8) −72 173.0(7.0) −2.4(7.2) −72 175.5(1.9) 100
83Rb −79 070.6(2.3) −79 070.6(2.3) −79 073.0(6.0) 2.4(6.4) −79 070.6(2.3) 100
84Sr −80 649.5(1.4) −80 649.5(1.4) −80 644.0(3.0) −5.5(3.3) −80 648.7(1.3) 86
87Rb −84 597.94(75) −84 597.94(75) −84 597.795(12) −0.14(75) −84 597.795(12) 0
88Sr −87 938(18) −87 938(18) −87 919.7(2.2) −18(19) −87 922.0(1.1) 0
133Cs −88 072.5(1.5) −88 072.5(1.5) −88 070.958(22) −1.6(1.5) −88 070.960(22) 0

71Ge primary, via 71Ge(ϵ)71Ga −69 904.9(1.7) −69 906.65(80) 32
72Ga primary, via 71Ga(n, γ )72Ga −68 586.5(2.0) −68 588.30(79) 29
75Sr tertiary, via 75Sr(ϵ)75Rb −46 650(300)d −46 620(220) 100
82Sr primary, via 84Sr(p, t)82Sr −76 009.0(6.0) −76 010.7(5.4) 41
84Rb primary, via 84Rb(β−)84Sr −79 750.0(3.0) −79 752.8(2.7) 34
84Y secondary, via 84Y(β+)84Sr −74 160(90) −74 163(91) 86

aA possible isomeric contamination has been corrected for.
bThis result has been published previously [24].
cThis result has been published previously [13].
dMass excess estimated from systematic trends.
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TABLE III. Result of the atomic-mass evaluation incorporating our present results. The experimental mass excesses Dexp from the ISOLTRAP cyclotron frequency ratio measurements
were calculated by using the most recent values for the mass of 85Rb, the electron mass, and the unified atomic mass unit, all given in the text. Uncertainties (in parentheses) refer to the
least significant digits of a quantity. The literature values Dlit are from Ref. [25], except the ones for 87Rb and 133Cs, which are from the MIT Penning trap measurement [27]. The adjusted
mass excess Dnew is the result of a complete midstream atomic-mass adjustment and reflects the status of September 2006. The last column shows the influence of the present ISOLTRAP
measurements on the final value. The slight change between the ISOLTRAP results and the AME values for 76,80Rb is due to rounding errors that occur in the additional calculation steps of
the AME. The second part of the table shows the nuclides that are indirectly influenced by the present mass measurements; the relevant mass relation as well as the literature masses and the
new adjusted mass excesses are indicated.
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74Rb −51 905(18)b −51 917.3(4.8)c −51 910.7(7.0)c −51 914.7(3.9) −51 730(720) −180(720) −51 917.0(3.7) 84
75Rb −57 218.6(1.6) −57 225(20) −57 218.7(1.6) −57 222.0(8.0) 3.3(8.2) −57 218.7(1.6) 100
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87Rb −84 597.94(75) −84 597.94(75) −84 597.795(12) −0.14(75) −84 597.795(12) 0
88Sr −87 938(18) −87 938(18) −87 919.7(2.2) −18(19) −87 922.0(1.1) 0
133Cs −88 072.5(1.5) −88 072.5(1.5) −88 070.958(22) −1.6(1.5) −88 070.960(22) 0

71Ge primary, via 71Ge(ϵ)71Ga −69 904.9(1.7) −69 906.65(80) 32
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aA possible isomeric contamination has been corrected for.
bThis result has been published previously [24].
cThis result has been published previously [13].
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B. Ft value error budgets

We show the contributing factors to the individual Ft-value uncertainties in Fig. 4 for the ”traditional nine” cases
and in Fig. 5 for the remaining eleven. For most of the cases that contribute to the CVC test – 26Alm to 54Co in
Fig. 4 as well as 62Ga and 74Rb in Fig. 5 – the theoretical uncertainties are greater than, or comparable to, the
experimental ones. In these cases, the nuclear-structure-dependent correction, δC − δNS , contributes an uncertainty
of 3-7 parts in 104 to all Ft values between 26Alm and 54Co but jumps up to 20-30 parts in 104 for 62Ga and 74Rb
because of nuclear-model ambiguities. For its part, the nucleus-dependent radiative correction, δ′R, has an uncertainty
that starts very small but grows smoothly with Z2. This is because the contribution to δ′R from order Z2α3 has only
been estimated from its leading logarithm [176] and the magnitude of this estimate has been taken as the uncertainty
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We show the contributing factors to the individual Ft-value uncertainties in Fig. 4 for the ”traditional nine” cases
and in Fig. 5 for the remaining eleven. For most of the cases that contribute to the CVC test – 26Alm to 54Co in
Fig. 4 as well as 62Ga and 74Rb in Fig. 5 – the theoretical uncertainties are greater than, or comparable to, the
experimental ones. In these cases, the nuclear-structure-dependent correction, δC − δNS , contributes an uncertainty
of 3-7 parts in 104 to all Ft values between 26Alm and 54Co but jumps up to 20-30 parts in 104 for 62Ga and 74Rb
because of nuclear-model ambiguities. For its part, the nucleus-dependent radiative correction, δ′R, has an uncertainty
that starts very small but grows smoothly with Z2. This is because the contribution to δ′R from order Z2α3 has only
been estimated from its leading logarithm [176] and the magnitude of this estimate has been taken as the uncertainty
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element is

M0 =
∑

α,π

|⟨f |a†
α|π⟩|2. (5)

If isospin is not an exact symmetry, then |i⟩ and |f ⟩ are not
isospin analogs and a correction to M0 needs to be evaluated.
This is the isospin-symmetry-breaking correction, δC , we seek
to determine. It is defined by

M2
F = M2

0 (1 − δC). (6)

Ideally, to obtain δC one would compute Eq. (4) using the shell
model and introduce Coulomb and other charge-dependent
terms into the shell-model Hamiltonian. However, because the
Coulomb force is long range, the shell-model space would
have to be huge to include all the potential states with which
the Coulomb interaction might connect. Currently, this is not
a practical proposition.

To proceed with a manageable calculation, we have devel-
oped a model approach [7,178,179] in which δC is divided into
two parts:

δC = δC1 + δC2. (7)

For δC1, we compute
∑

α,π

⟨f̄ |a†
α|π⟩⟨π |bα|ı⟩ = M0(1 − δC1)1/2, (8)

055502-12
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Figure 1: (colour on-line) The TITAN experimental setup which includes a RFQ, a high-
precision Penning trap, an EBIT, a time-of-flight gate and an off-line ion source. a) Shown
in red is the path of the beam when mass measurement on singly charged ions (SCI) is
performed. b) In blue is the path for highly charged ions (HCI) mass measurement.

cause the precision of mass measurements performed using Penning traps
linearly increases with the charge state.

The high-precision mass measurements carried out at TITAN (shown in
figure 1) are achieved through a series of steps. First, the continuous ion
beam from ISAC (Isotope Separator and ACcelerator) is delivered to TI-
TAN where it is cooled and bunched using a gas-filled linear radio-frequency
quadrupolar (RFQ) trap [26]. The subsequent step depends on whether a
mass measurement is performed using singly charged ions (SCI), or highly
charged ions. The ions can either be transferred to an electron-beam ion trap
(EBIT) [27, 28], where charge breeding takes place (blue path in figure 1),
or sent directly to the Penning trap (MPET) where the mass of the ion of
interest is determined (red path in figure 1).

Precision and accuracy are critical for high impact mass measurement in
particular for experiments where relative uncertainty on the level of δm/m ≤
5×10−9. Therefore, it is critical to ensure that the TITAN Penning trap
can accurately perform mass measurement at this level of precision. This
paper gives a detailed description of the TITAN Penning trap and documents
the various systematic studies performed in order to ensure reliable mass

3

Simulation and Testing of a Bradbury-Nielsen Gate TRIUMF 2010

d (µm) Transmission (%) Slope %
V

20 90.9± 0.3 �0.0006± 0.0004
42 95.4± 0.3 �0.0005± 0.0003
58 96.7± 0.3 �0.0004± 0.0003

71.5 97.1± 0.3 �0.0003± 0.0003

3 Mechanical Parts

3.1 Pictures

Figure 13 and Figure 14 are pictures of the assembled Bradbury-Nielsen gate
before it was mounted on a flange and installed in the beam line.

Figure 13: Frame with a 42 mil wire spacing.
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M. Brodeur et al, PRC 80, 044318 (2009) 
M. Brodeur et al., IJMS 310, 20 (2012)

Penning	traps:		

• highest	precision	

• down	to	T1/2	<	10	ms	
	(11Li	T1/2	=	8.8	ms	@	TITAN)

M. Smith et al., PRL 101, 202501 (2008)

A typical 11Li resonance is shown in Fig. 2. The data
were analyzed following as closely as possible the well
established procedure of the ISOLTRAP experiment [16]
and the central frequency was found from a fit of the
theoretical line shape (as illustrated) [18]. To obtain this
resonance an excitation time of two half-lifes (18 ms) was
used. The theoretical line width of the 11Li resonance is
given as ! ! 1=Trf ¼ 56 Hz. The resonance shown in
Fig. 2 has a line width of approximately 60 Hz which is
close to this theoretical limit. Measurements of the masses
of 8;9Li were also made, using a 48 ms excitation time. The
results for the frequency ratios for these lithium isotopes
are shown in Table I. From these ratios new values for the
mass excess of these isotopes were derived using the recent
SMILETRAP measurement of the mass excess of 6Li,
!ð6LiÞ ¼ 14 086:882ð37Þ keV [24]. The quoted values in-
clude a systematic error which takes into account both
linear (!m=m ¼ 2% 10&9) and nonlinear (!m=m ¼ 7%
10&9) drifts of the magnetic field which where added in
quadrature to the statistical uncertainty. The effects of
deviations from the ideal electric and magnetic fields
were also explicitly probed by measurement of a range of
nuclei (4<m< 39 u), with respect to 6Li, in all cases
agreement, within error bars, was obtained between the
TITAN measurements and the literature values [see
Fig. 1(b)]. An upper limit on these effects was then derived
from the uncertainty in the TITAN measurements as
!m=m ¼ 1:5% 10&9 per mass unit difference between

the measured and reference ions (i.e., 7:5% 10&9 for
11Li). This was added linearly into the final error budget.
Using these mass measurements the two-neutron sepa-

ration energy, S2n, of
11Li was calculated to be 369.15

(65) keV. Figure 3 shows this new value along with those
calculated from all previous mass measurements of 11Li.
The value from CERN-PS [25] was obtained using a
magnetic dipole mass spectrometer. The TOFI-LANL
[26] result is a time-of-flight measurement of a fragmented
beam using an isochronous mass spectrometer. The KEK
[27] result is a 11Bð"&;"þÞ11Li reaction Q value and the
MSU [28] result is derived from the Q value of the
14Cð11B; 11LiÞ14O reaction. The previous best result was
achieved at ISOLDE by the transmission spectrometer
MISTRAL [29]. The MAYA experiment (also carried out
at TRIUMF) used an active target to study the 11Liðp; tÞ9Li
reaction [30]. The new 9Li value can be seen to be ten
times more accurate than the literature value and both the
values for 8;9Li show good agreement with previous
measurements.
Although in good agreement with the TOFI-LANL and

KEK results the MISTRAL measurement shows over two
sigma deviation from the MSU result. Analysis of recent
measurements of both the soft-dipole excitation, via in-
variant mass spectrometry, and the charge radius, via iso-
tope shifts, of 11Li requires the mass. However, due to this
uncertainty in the mass the invariant mass spectrometry
data were analyzed using the AME03 value whereas the
isotope-shift measurements used the MISTRAL result. It
was reported in [8] that using the MISTRAL result for the
11Li mass would enhance the total E1 strength by 6%.
Using the AME mass value for 11Li (11:043 798ð21Þ u)
in the analysis of the isotope-shift measurement results in a
charge radius of 2.465(19)(30) fm, where the first uncer-
tainty comes from the isotope-shift measurement, and the
second from the 7Li reference radius of 2.39(3) fm [31].

TABLE I. Frequency ratios, r ¼ #ref=#c, for
8;9;11Li and the

derived mass excesses, !. Also shown are the AME03 values for
the mass excesses for comparison [23]. The 8Li literature value is
derived by adding the average Q value for the 7Liðn;$Þ8Li
reaction (as given in [23]) to the recent SMILETRAP measure-
ment of the mass of 7Li [24].

Isotope r !TITAN (keV) !Lit (keV)

8Li 1:333 749 862ð18Þ 20 945.80(11) 20 945.799(65)
9Li 1:500 728 256ð34Þ 24 954.91(20) 24 954.3(19)
11Li 1:836 069 26ð11Þ 40 728.28(64) 40 797(19)

FIG. 3 (color online). 11Li two-neutron separation energies
derived from previous mass measurements: CERN-PS [25];
TOFI-LANL [26]; KEK [27]; MSU [28]; MISTRAL-ISOLDE
[29]; MAYA [34] and TITAN [this work]. All shown with respect
to the 2003 atomic mass evaluation [23]. The second gray line
shows the weighted average of all the values (which is essentially
identical to the TITAN result). The three most recent results are
shown inset on an expanded scale for better comparison.

FIG. 2 (color online). A typical 11Li resonance collected over
30 min, containing approximately 1000 ions. Here #c ¼
5 147 555 Hz. The solid line is a fit of the theoretical curve
[18] to the data.

PRL 101, 202501 (2008) P HY S I CA L R EV I EW LE T T E R S
week ending

14 NOVEMBER 2008
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Figure 1: (colour on-line) The TITAN experimental setup which includes a RFQ, a high-
precision Penning trap, an EBIT, a time-of-flight gate and an off-line ion source. a) Shown
in red is the path of the beam when mass measurement on singly charged ions (SCI) is
performed. b) In blue is the path for highly charged ions (HCI) mass measurement.

cause the precision of mass measurements performed using Penning traps
linearly increases with the charge state.

The high-precision mass measurements carried out at TITAN (shown in
figure 1) are achieved through a series of steps. First, the continuous ion
beam from ISAC (Isotope Separator and ACcelerator) is delivered to TI-
TAN where it is cooled and bunched using a gas-filled linear radio-frequency
quadrupolar (RFQ) trap [26]. The subsequent step depends on whether a
mass measurement is performed using singly charged ions (SCI), or highly
charged ions. The ions can either be transferred to an electron-beam ion trap
(EBIT) [27, 28], where charge breeding takes place (blue path in figure 1),
or sent directly to the Penning trap (MPET) where the mass of the ion of
interest is determined (red path in figure 1).

Precision and accuracy are critical for high impact mass measurement in
particular for experiments where relative uncertainty on the level of δm/m ≤
5×10−9. Therefore, it is critical to ensure that the TITAN Penning trap
can accurately perform mass measurement at this level of precision. This
paper gives a detailed description of the TITAN Penning trap and documents
the various systematic studies performed in order to ensure reliable mass
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A typical 11Li resonance is shown in Fig. 2. The data
were analyzed following as closely as possible the well
established procedure of the ISOLTRAP experiment [16]
and the central frequency was found from a fit of the
theoretical line shape (as illustrated) [18]. To obtain this
resonance an excitation time of two half-lifes (18 ms) was
used. The theoretical line width of the 11Li resonance is
given as ! ! 1=Trf ¼ 56 Hz. The resonance shown in
Fig. 2 has a line width of approximately 60 Hz which is
close to this theoretical limit. Measurements of the masses
of 8;9Li were also made, using a 48 ms excitation time. The
results for the frequency ratios for these lithium isotopes
are shown in Table I. From these ratios new values for the
mass excess of these isotopes were derived using the recent
SMILETRAP measurement of the mass excess of 6Li,
!ð6LiÞ ¼ 14 086:882ð37Þ keV [24]. The quoted values in-
clude a systematic error which takes into account both
linear (!m=m ¼ 2% 10&9) and nonlinear (!m=m ¼ 7%
10&9) drifts of the magnetic field which where added in
quadrature to the statistical uncertainty. The effects of
deviations from the ideal electric and magnetic fields
were also explicitly probed by measurement of a range of
nuclei (4<m< 39 u), with respect to 6Li, in all cases
agreement, within error bars, was obtained between the
TITAN measurements and the literature values [see
Fig. 1(b)]. An upper limit on these effects was then derived
from the uncertainty in the TITAN measurements as
!m=m ¼ 1:5% 10&9 per mass unit difference between

the measured and reference ions (i.e., 7:5% 10&9 for
11Li). This was added linearly into the final error budget.
Using these mass measurements the two-neutron sepa-

ration energy, S2n, of
11Li was calculated to be 369.15

(65) keV. Figure 3 shows this new value along with those
calculated from all previous mass measurements of 11Li.
The value from CERN-PS [25] was obtained using a
magnetic dipole mass spectrometer. The TOFI-LANL
[26] result is a time-of-flight measurement of a fragmented
beam using an isochronous mass spectrometer. The KEK
[27] result is a 11Bð"&;"þÞ11Li reaction Q value and the
MSU [28] result is derived from the Q value of the
14Cð11B; 11LiÞ14O reaction. The previous best result was
achieved at ISOLDE by the transmission spectrometer
MISTRAL [29]. The MAYA experiment (also carried out
at TRIUMF) used an active target to study the 11Liðp; tÞ9Li
reaction [30]. The new 9Li value can be seen to be ten
times more accurate than the literature value and both the
values for 8;9Li show good agreement with previous
measurements.
Although in good agreement with the TOFI-LANL and

KEK results the MISTRAL measurement shows over two
sigma deviation from the MSU result. Analysis of recent
measurements of both the soft-dipole excitation, via in-
variant mass spectrometry, and the charge radius, via iso-
tope shifts, of 11Li requires the mass. However, due to this
uncertainty in the mass the invariant mass spectrometry
data were analyzed using the AME03 value whereas the
isotope-shift measurements used the MISTRAL result. It
was reported in [8] that using the MISTRAL result for the
11Li mass would enhance the total E1 strength by 6%.
Using the AME mass value for 11Li (11:043 798ð21Þ u)
in the analysis of the isotope-shift measurement results in a
charge radius of 2.465(19)(30) fm, where the first uncer-
tainty comes from the isotope-shift measurement, and the
second from the 7Li reference radius of 2.39(3) fm [31].

TABLE I. Frequency ratios, r ¼ #ref=#c, for
8;9;11Li and the

derived mass excesses, !. Also shown are the AME03 values for
the mass excesses for comparison [23]. The 8Li literature value is
derived by adding the average Q value for the 7Liðn;$Þ8Li
reaction (as given in [23]) to the recent SMILETRAP measure-
ment of the mass of 7Li [24].

Isotope r !TITAN (keV) !Lit (keV)

8Li 1:333 749 862ð18Þ 20 945.80(11) 20 945.799(65)
9Li 1:500 728 256ð34Þ 24 954.91(20) 24 954.3(19)
11Li 1:836 069 26ð11Þ 40 728.28(64) 40 797(19)

FIG. 3 (color online). 11Li two-neutron separation energies
derived from previous mass measurements: CERN-PS [25];
TOFI-LANL [26]; KEK [27]; MSU [28]; MISTRAL-ISOLDE
[29]; MAYA [34] and TITAN [this work]. All shown with respect
to the 2003 atomic mass evaluation [23]. The second gray line
shows the weighted average of all the values (which is essentially
identical to the TITAN result). The three most recent results are
shown inset on an expanded scale for better comparison.

FIG. 2 (color online). A typical 11Li resonance collected over
30 min, containing approximately 1000 ions. Here #c ¼
5 147 555 Hz. The solid line is a fit of the theoretical curve
[18] to the data.
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Electron Beam Ion Trap
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requirements for charge breeding: 
• efficient  
• fast (74Rb: T1/2=65 ms)
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first	results	74Rb

74Rb

HCI in 
Penning-trap

proposal

•precision	already	comparable	to	ISOLTRAP	(2007)	in	<	22	hours		
•power	outage	during	74Rb	=>	recondiConing	of	EBIT	=>	lower	efficiency

S. Malbrunot-Ettenauer et al., Phys. Rev. Lett. 107, 272501 (2011) 
       PRC 91, 045504 (2015) 

E. Mané et al., PRL 107, 212502 (2011) 
R. Dunlop et al.,  PRC 88, 045501 (2013)

ECT*	2019	Atomic	nuclei	as	laboratories	for	BSM	physics

TRIUMF EEC New Research Proposal Detailed Statement of Proposed Research for Experiment #: 0

0 1 2 3 4 5 6
0

5

10

15

20

25

30

35

Pa
rts

 in
 1

04

QEC- 
va

lu
e

half
-li

fe

bra
nch

in
g ra

tio �R

�C
�

�N
S

laser spectroscopy
@TRIUMF

first HCI 

!Q=3.9 keV

0.75 keV
0.3 keV

new BR
@TRIUMF

pr
op

os
ed

Figure 3: Partial uncertainties to 74Rb’s corrected Ft-value. The experimental ft-value based on Q
EC

-
value, half-life t

1/2, and branching ratio is corrected to the Ft-value considering radiative corrections
�0R and the nuclear structure depended corrections �C��NS. Measurements at TRIUMF have recently
contributed to improvements in the Q

EC

-value [14], the branching ratio [2], and the charge radius
[31] which is an input parameter in the calculation of �C based on SM-SW.

TITAN (see Table 1), the latter could be achieved in less than 22 h of beamtime by profiting of
the precision advantage o↵ered by HCI. A significant further reduction in the uncertainty of 74Rb’s
Q

EC

-value (in a reasonable measurement time) can only be envisioned by employing novel techniques
such as HCI at TITAN. In fact, our first 74Rb measurement su↵ered from a turbo pump failure during
the online beamitme that necessitated the reconditioning and retuning of the TITAN facility and
resulted in a lower system e�ciency. Due to the novelty of the technique at the time, the utilized
charge state of q = 8+ in [14] was furthermore not as high as charge states attainable now (see
Section (b)).
Hence, we propose a new comprehensive set of mass measurements including 74Rb and its daughter
74Kr with HCI in q = 19 � 27+ in order to obtain a Q

EC

-value with an uncertainty of 700 eV or
below. As a result, the contribution of the Q

EC

-value to the uncertainty of 74Rb’s ft-value will be the
smallest among all experimental inputs, including the recent branching ratio measurement at TRI-
UMF [2] (see Figure 3). Such a QEC-value measurement will reduce the uncertainty of the Ft-value
by ⇠ 25%. Perhaps most importantly, 74Rb would with a precisely known Q

EC

-value carry particular
weight in comparisons of conflicting theoretical models of �C similar to [51] since it has the largest
�C among all superallowed �-emitters. This could challenge perceived consistencies between a set of
�C calculations, experimental results, and the conserved vector current hypothesis.

5



11

   

−30 −20 −10 0 10 20 30
19

20

21

22

23

24

25

26

νrf − 17 602 972 [Hz]

<T
O

F>
 [µ

s]

11

poten0al	for	second	measurement	
Ie=400	mA		to	reach	q≈30+

84Kr26+

Trf=78 ms 

e-beam: 
70 mA

M.C. Simon et al., ICIS proceedings, 2011

first	results	74Rb

74Rb

HCI in 
Penning-trap

proposal

•precision	already	comparable	to	ISOLTRAP	(2007)	in	<	22	hours		
•power	outage	during	74Rb	=>	recondiConing	of	EBIT	=>	lower	efficiency

S. Malbrunot-Ettenauer et al., Phys. Rev. Lett. 107, 272501 (2011) 
       PRC 91, 045504 (2015) 

E. Mané et al., PRL 107, 212502 (2011) 
R. Dunlop et al.,  PRC 88, 045501 (2013)

ECT*	2019	Atomic	nuclei	as	laboratories	for	BSM	physics

TRIUMF EEC New Research Proposal Detailed Statement of Proposed Research for Experiment #: 0

0 1 2 3 4 5 6
0

5

10

15

20

25

30

35

Pa
rts

 in
 1

04

QEC- 
va

lu
e

half
-li

fe

bra
nch

in
g ra

tio �R

�C
�

�N
S

laser spectroscopy
@TRIUMF

first HCI 

!Q=3.9 keV

0.75 keV
0.3 keV

new BR
@TRIUMF

pr
op

os
ed

Figure 3: Partial uncertainties to 74Rb’s corrected Ft-value. The experimental ft-value based on Q
EC

-
value, half-life t

1/2, and branching ratio is corrected to the Ft-value considering radiative corrections
�0R and the nuclear structure depended corrections �C��NS. Measurements at TRIUMF have recently
contributed to improvements in the Q

EC

-value [14], the branching ratio [2], and the charge radius
[31] which is an input parameter in the calculation of �C based on SM-SW.

TITAN (see Table 1), the latter could be achieved in less than 22 h of beamtime by profiting of
the precision advantage o↵ered by HCI. A significant further reduction in the uncertainty of 74Rb’s
Q

EC
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such as HCI at TITAN. In fact, our first 74Rb measurement su↵ered from a turbo pump failure during
the online beamitme that necessitated the reconditioning and retuning of the TITAN facility and
resulted in a lower system e�ciency. Due to the novelty of the technique at the time, the utilized
charge state of q = 8+ in [14] was furthermore not as high as charge states attainable now (see
Section (b)).
Hence, we propose a new comprehensive set of mass measurements including 74Rb and its daughter
74Kr with HCI in q = 19 � 27+ in order to obtain a Q

EC

-value with an uncertainty of 700 eV or
below. As a result, the contribution of the Q

EC

-value to the uncertainty of 74Rb’s ft-value will be the
smallest among all experimental inputs, including the recent branching ratio measurement at TRI-
UMF [2] (see Figure 3). Such a QEC-value measurement will reduce the uncertainty of the Ft-value
by ⇠ 25%. Perhaps most importantly, 74Rb would with a precisely known Q

EC

-value carry particular
weight in comparisons of conflicting theoretical models of �C similar to [51] since it has the largest
�C among all superallowed �-emitters. This could challenge perceived consistencies between a set of
�C calculations, experimental results, and the conserved vector current hypothesis.
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Figure 3.35: TOF spectra of ion bunches of 39K4+ measured with Trf = 8
ms, 197 ms, and 497 ms irrespective of the applied ⌫rf (left part of the
figure). The counts are normalized to the number of frequency scans
for each measurement run. The ions were extracted from the MPET
right after the application of the RF-field. The strong peak of 39K4+ in
the TOF spectrum for Trf = 8 ms is reduced for longer excitation times.
Instead a rise in counts of H+

2 and in the tail of the initial TOF peak is
observed, which corresponds to 39K3+,2+,1+. The charge exchange
reduces the quality of the resonance as seen in the plot on the right.

Table 3.3: Uncertainty in the cyclotron frequency ⌫c of 39K4+ for different
excitation times Trf . The last column lists the expected uncertainty based
on �⌫ for Trf = 8 ms and scaled to the larger Trf using Equation 3.45.
Figure 3.35 shows the TOF-ICR of these measurement runs.

Trf [ms] frequency scans �⌫ [Hz] expected �⌫ [Hz]
8 100 2.607

197 200 0.096 0.074
497 199 0.094 0.030
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FIG. 2. (a) In the top panel are plotted the uncorrected experi-
mental f t values as a function of the charge on the daughter nucleus.
(b) In the bottom panel, the corresponding F t values are given; they
differ from the f t values by the inclusion of the correction terms δ′

R ,
δNS, and δC. The horizontal gray band gives one standard deviation
around the average F t value.

of χ2/ν associated with the current F t result is higher than
the corresponding value in 2008 but this undoubtedly reflects
the fact that one additional transition has been added and the
data for some of the other transitions are more precise today
than they were 6 years ago. In any case, the confidence level
for the new result remains very high: 91%.

C. Uncertainty budgets

We show the contributing factors to the individual F t-value
fractional uncertainties in two figures. The first, Fig. 3,
encompasses the nine cases with stable daughter nuclei. Their
experimental parameters have been measured with increasing
precision for many years, so we refer to these as the “traditional
nine.” The remaining eleven cases, of which five now approach
the traditional nine in precision, appear in Fig. 4. In both
figures, the first three bars in each group of five show the
contributions from experiment, while the last two correspond
to theory. Although we are now treating the contribution from
δ′
R as a systematic uncertainty that is applied to the final

average F t , nevertheless we show a bar as a rough guide
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FIG. 3. Summary histogram of the fractional uncertainties at-
tributable to each experimental and theoretical input factor that con-
tributes to the final F t values for the “traditional nine” superallowed
transitions. The bars for δ′

R are only a rough guide to the effect on
each transition of this term’s systematic uncertainty. See text.
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the corresponding value in 2008 but this undoubtedly reflects
the fact that one additional transition has been added and the
data for some of the other transitions are more precise today
than they were 6 years ago. In any case, the confidence level
for the new result remains very high: 91%.
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encompasses the nine cases with stable daughter nuclei. Their
experimental parameters have been measured with increasing
precision for many years, so we refer to these as the “traditional
nine.” The remaining eleven cases, of which five now approach
the traditional nine in precision, appear in Fig. 4. In both
figures, the first three bars in each group of five show the
contributions from experiment, while the last two correspond
to theory. Although we are now treating the contribution from
δ′
R as a systematic uncertainty that is applied to the final
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of χ2/ν associated with the current F t result is higher than
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the fact that one additional transition has been added and the
data for some of the other transitions are more precise today
than they were 6 years ago. In any case, the confidence level
for the new result remains very high: 91%.
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of χ2/ν associated with the current F t result is higher than
the corresponding value in 2008 but this undoubtedly reflects
the fact that one additional transition has been added and the
data for some of the other transitions are more precise today
than they were 6 years ago. In any case, the confidence level
for the new result remains very high: 91%.

C. Uncertainty budgets

We show the contributing factors to the individual F t-value
fractional uncertainties in two figures. The first, Fig. 3,
encompasses the nine cases with stable daughter nuclei. Their
experimental parameters have been measured with increasing
precision for many years, so we refer to these as the “traditional
nine.” The remaining eleven cases, of which five now approach
the traditional nine in precision, appear in Fig. 4. In both
figures, the first three bars in each group of five show the
contributions from experiment, while the last two correspond
to theory. Although we are now treating the contribution from
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of χ2/ν associated with the current F t result is higher than
the corresponding value in 2008 but this undoubtedly reflects
the fact that one additional transition has been added and the
data for some of the other transitions are more precise today
than they were 6 years ago. In any case, the confidence level
for the new result remains very high: 91%.

C. Uncertainty budgets

We show the contributing factors to the individual F t-value
fractional uncertainties in two figures. The first, Fig. 3,
encompasses the nine cases with stable daughter nuclei. Their
experimental parameters have been measured with increasing
precision for many years, so we refer to these as the “traditional
nine.” The remaining eleven cases, of which five now approach
the traditional nine in precision, appear in Fig. 4. In both
figures, the first three bars in each group of five show the
contributions from experiment, while the last two correspond
to theory. Although we are now treating the contribution from
δ′
R as a systematic uncertainty that is applied to the final
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of χ2/ν associated with the current F t result is higher than
the corresponding value in 2008 but this undoubtedly reflects
the fact that one additional transition has been added and the
data for some of the other transitions are more precise today
than they were 6 years ago. In any case, the confidence level
for the new result remains very high: 91%.
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We show the contributing factors to the individual F t-value
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encompasses the nine cases with stable daughter nuclei. Their
experimental parameters have been measured with increasing
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contributions from experiment, while the last two correspond
to theory. Although we are now treating the contribution from
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for δ′

R are only a rough guide to the effect on each transition of this
term’s systematic uncertainty. See text.
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FIG. 2. (a) In the top panel are plotted the uncorrected experi-
mental f t values as a function of the charge on the daughter nucleus.
(b) In the bottom panel, the corresponding F t values are given; they
differ from the f t values by the inclusion of the correction terms δ′

R ,
δNS, and δC. The horizontal gray band gives one standard deviation
around the average F t value.

of χ2/ν associated with the current F t result is higher than
the corresponding value in 2008 but this undoubtedly reflects
the fact that one additional transition has been added and the
data for some of the other transitions are more precise today
than they were 6 years ago. In any case, the confidence level
for the new result remains very high: 91%.

C. Uncertainty budgets

We show the contributing factors to the individual F t-value
fractional uncertainties in two figures. The first, Fig. 3,
encompasses the nine cases with stable daughter nuclei. Their
experimental parameters have been measured with increasing
precision for many years, so we refer to these as the “traditional
nine.” The remaining eleven cases, of which five now approach
the traditional nine in precision, appear in Fig. 4. In both
figures, the first three bars in each group of five show the
contributions from experiment, while the last two correspond
to theory. Although we are now treating the contribution from
δ′
R as a systematic uncertainty that is applied to the final

average F t , nevertheless we show a bar as a rough guide
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FIG. 3. Summary histogram of the fractional uncertainties at-
tributable to each experimental and theoretical input factor that con-
tributes to the final F t values for the “traditional nine” superallowed
transitions. The bars for δ′

R are only a rough guide to the effect on
each transition of this term’s systematic uncertainty. See text.
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FIG. 4. Summary histogram of the fractional uncertainties at-
tributable to each experimental and theoretical input factor that
contributes to the final F t values for the 11 other superallowed
transitions. Where the error is cut off with a jagged line at 40 parts in
104, no useful experimental measurement has been made. The bars
for δ′

R are only a rough guide to the effect on each transition of this
term’s systematic uncertainty. See text.
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I. S. Towner & J. C. Hardy, PRC 66, 035501 (2002). 
I. S. Towner & J. C. Hardy, PC 77, 025501 (2008). 

configura0on	mixing	within	the	
restricted	shell	model	space

radial	overlap	correc0on

I. S. TOWNER AND J. C. HARDY PHYSICAL REVIEW C 77, 025501 (2008)

h(r) = a2
(

df

dr

)2

,

VC(r) = Ze2/r, for r!Rc,

= Ze2

2Rc

(
3 − r2

R2
c

)
, for r < Rc, (17)

with R = r0(A − 1)1/3 and Rs = rs(A − 1)1/3. The first three
terms in Eq. (16) are the central, spin-orbit, and Coulomb
terms, respectively. The fourth and fifth terms are additional
surface terms whose role we discuss shortly.

Most of the parameters were fixed at standard values,
Vs = 7 MeV, rs = 1.1 fm, and a = as = 0.65 fm. The radius of
the Coulomb potential was determined from the charge mean
square radius ⟨r2⟩1/2

ch of the decaying nucleus as determined
from elastic electron scattering; see Eqs. (21) and (22) in
Ref. [4]. The well radius r0 was similarly fixed, by requiring
that the charge density constructed from the square of the
proton wave functions bound in the well should also match
the charge mean square radius. Initially, with Vg and Vh set to
zero, the well depth V0 was adjusted so that the binding energy
of the least-bound orbital matched the experimental separation
energy.

From the shell-model calculation, we obtained the A-
particle wave functions, |i⟩ and |f ⟩, expanded into products
of (A − 1)-particle wave functions |π⟩ and single-particle
functions |α⟩. In Eq. (8) and the discussion that followed
it, we noted that the radial integral should depend on the
separation energies relative to the (A − 1) state, |π⟩. We
ultimately allowed this to happen, but initially we calculated
the value of δC2 under the assumption that the proton and
neutron radial functions, Rp(r) and Rn(r), have asymptotic
forms for all α that are fixed at the separation energies Sp and
Sn to the ground state of the (A − 1) nucleus. In this case,
the sums over π can be done analytically, and the computed
value of δC2 becomes independent of the shell-model effective
interaction. This result, which we label δI

C2, can be simply
expressed with the help of Eqs. (9) and (13):

δI
C2 ≃ 2$αg

. (18)

Here αg is the shell-model orbital of the transferred neutron in
the pickup reaction from the A-particle state |f ⟩ to the ground
state of the (A − 1)-particle nucleus.

We next removed our simplifying assumption and evaluated
the radial integrals with eigenfunctions of the Saxon-Woods
potential whose well depth was adjusted so that each eigen-
function matched the separation energy of the (A − 1) state to
which it corresponds, |π⟩. For an (A − 1) state at excitation
energy Ex , the corresponding separation energies are Sp + Ex

and Sn + Ex . We label these results δII
C2 and note that the values

now depend on the spectroscopic amplitudes, and hence on the
shell-model effective interaction, but not strongly.

So far, we have ignored the two surface terms in Eq. (17)
by setting Vg = 0 and Vh = 0. It can be argued, however, that
the central part of the potential, which in principle should be
determined from some Hartree-Fock procedure, should not be
continually adjusted. Instead, any adjustments made to match
separation energies should be to the surface part of the potential
rather than to the depth of the well. Thus, we also calculated

δC2 by fixing V0 separately for protons and neutrons to match
the ground-state parent separation energies Sp and Sn, and then
adjusting the strength of the surface term Vg (keeping Vh = 0)
so that the asymptotic forms matched the separation energies
Sp + Ex and Sn + Ex . These results are labeled δIII

C2.
Finally, our fourth method of calculation was the same as

the third, except that it was the second surface term Vh that was
adjusted to match separation energies, keeping Vg = 0. This
second term h(r) is even more strongly peaked in the surface
than g(r). These results are labeled δIV

C2.
On average, the method III values of δC2 are about 2% lower

than the method II values; and method IV values are about 7%
lower than the method II values for orbitals without any radial
nodes. For orbitals with one or more nodes, there is more of
the radial wave function in the surface region and methods III
and IV produce greater reductions.

3. Shell-model calculations

We now present our results for δC2 based on the extensions
of the shell-model spaces mentioned at the end of Sec. III A1.
In addition to adding the core orbitals mentioned there,
however, in some cases we have also been able to make use of
more recent effective interactions that have become available
since our last work. Specifically, we used the following
interactions in the various mass regions of interest: In the p
shell, we used the Cohen-Kurath interactions [21] and the more
recent PWBT interaction of Warburton and Brown [22]. In the
s, d shell, besides the universal interaction of Wildenthal [23],
we employed two new versions, USD-A and USD-B, of Brown
and Richter [24]. In the pf shell, we used the KB3 interaction
of Kuo-Brown [25] as modified by Poves and Zuker [26],
the FPMI3 interaction of Richter and Brown [27], and the
more recent GXPF1 interaction of Honma et al. [28,29]. For
cross-shell interactions between the major shells, we used the
interaction of Millener and Kurath [30]. Note that in many
cases we found it necessary to introduce some truncations
in the original model space in order to keep the calculations
tractible.

We made calculations for all 20 superallowed transitions
considered in our earlier work [1,4], and for each we calculated
δC2 in the four methods, I–IV, described in Sec. III A2 and
with the several interactions listed in the previous paragraph.
In Table II, we record only one sample result for δI

C2, δ
II
C2, δ

III
C2,

and δIV
C2 for each nucleus listed. However, our “adopted δC2”

values result from our assessment of all multiple-parentage
calculations made for each decay, not just those shown in
the previous three columns. The uncertainty assigned to each
adopted value reflects the uncertainty in the radius of the
Saxon-Woods potential (resulting from an uncertainty in the
nuclear rms radius to which it is adjusted), the spread of
results obtained with different shell-model interactions, and
the spread of results obtained with the different procedures
labeled II, III, and IV in the table.

B. Isospin-mixing correction δC1

The second (and smaller) contribution to δC is the isospin-
mixing correction δC1. For its evaluation, the radial integrals

025501-6

δC1	=	0.030(10)	%		
δC2	=	0.280(15)	%	

26mAl
δC2:	shell	model	based	on	Saxon-Woods	radial	func0ons

• nuclear	charge	radius	enters	here	
• oken	not	known	experimentally	(e.g.	26mAl)	
⇒extrapolaCon	based	on	stable	isotopes	(and	inflated	uncertainCes)

I. S. Towner private communications (2016). 

measurement	will	place								on	solid	experimental	grounds	
and	reduce	uncertainty	on	δC2

hr2i
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present and future setups for laser spectroscopy 
of short lived nuclides
CLS setup(s) 

Collinear laser spectroscopy 

J. Papuga et al., PRL 110, 172503 (2013) 

Measure in a model-independent way 4 properties of an exotic isotope/isomer: 
 - the nuclear spin I 
 - the magnetic dipole moment P�
 - the electric quadrupole moment Q (if electronic and nuclear spin J,I>1/2) 
 - the isotope shift Æ nuclear charge radius 
by resonant excitation of hyperfine transitions in an atom or ion. 
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ion	beam	

laser	beam

>	30	keV	to	eliminate	
Doppler	broadening
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K.	Blaum	et	al.,	Phys.	Scr.	T152,	014017	(2013)	
P.	Campbell	et	al.,	Prog.	Part.	and	Nucl.	Phys.	86,	127-180	(2016)	
R.	Neugart	et	al.,	J.	Phys.	G:	Nucl.	Part.	Phys.	44,	064002	(2017)	
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Fig. 1. Diagram of the segmented radiofrequency quadrupole
trap.

due to the versatility and universality of these devices,
which provide beams of low emittance and the option
of a pulsed release of ions. Examples of facilities which
have such an apparatus in operation include ISOLTRAP
at ISOLDE [5], the IGISOL facility in Jyväskylä [6] and
LEBIT at MSU [7].

At ISOLDE, a general-purpose linear Paul trap,
ISCOOL, has recently been developed and commissioned
for operation at the focal plane of the high-resolution sep-
arator (HRS). The purpose of the device is to deliver ion
beams with an expected transverse emittance of less than
3π mm · mrad at 60 keV and a low-energy spread (< 1 eV),
either continuously or in bunches with a well-defined tem-
poral structure.

The device consists of injection electrodes, a quadru-
pole structure for trapping the ions in the transverse
plane, and extraction electrodes. The trap is realized with
four rods coupled pairwise. The applied voltage to a pair
of electrodes is Vrf cos (Ωt). The same voltage is applied
to the alternate pair, but with an opposing polarity. The
radiofrequency field applied to the quadrupole is used to
confine the ion cloud in the radial direction. The rods are
surrounded by 25 segmented DC electrodes. The struc-
ture is maintained typically 100V below the high voltage
of the HRS. The gas, helium, fills the quadrupole volume.
A pressure of about 0.1mbar is used to slow and cool the
ions via thermal collisions. A differential pumping system
is used to keep the pressure on either side of the device
below 10−7 mbar. The DC field, which is independently
applied to each segment permits the creation of a poten-
tial gradient of 0.2V/cm in order to guide the ions to the
trap exit. The ions can be extracted as a continuous flux
or they can be accumulated and released in short bunches,
as shown by fig. 1.

A more detailed description of this device together
with its design specifications can be found in [8,9]. Prior
to the on-line commissioning phase, off-line tests were un-
dertaken with ISCOOL in a dedicated test bench, under
conditions similar to that found at the HRS. The results of
these tests, which investigated the transmission in contin-
uous mode as well as the extracted emittance at 30 keV
for a surface alkali ion source are reported in [10]. This

Fig. 2. Collinear laser spectroscopy setup (COLLAPS) at
ISOLDE. 1) Single charged ions; 2) laser beam; 3) electrostatic
deflection plates; 4) post-acceleration electrodes; 5) charge
exchange cell (CEC); 6) photomultiplier tubes; 7) brewster
window.

work reports on the first use of ISCOOL for collinear laser
spectroscopy with fast beams at ISOLDE.

3 Collinear laser spectroscopy of 39,44,46K and
85Rb

Tests were made on stable 39K and on radioactive 44,46K,
produced from a tantalum HRS target. In addition, stable
85Rb was studied. For the potassium ions, ISCOOL oper-
ated with rf amplitude Vrf = 280V and Ω = 520 kHz,
whereas for rubidium, Vrf = 270V and Ω = 450 kHz.
The ion beam from ISCOOL were steered to the collinear
laser spectroscopy beam line, COLLAPS [11–13]. Figure 2
shows a simplified scheme of the setup. The ions were neu-
tralized by passage through a charge exchange cell filled
with hot potassium vapour, which was placed before the
light collection region. The neutral beam was overlapped
with a collinear Ti:Sa laser beam, co-propagating with the
ion beam direction. The high velocity of the atom beam
acted to compress the forward velocity spread, which al-
lowed high-resolution spectroscopy to be performed. A
tuning potential on the charge exchange cell was applied
to Doppler shift the laser light (in the rest frame to the
atom) into resonance. The transitions chosen were the D2

lines both for potassium (766 nm) and rubidium (780 nm).
The atoms in the interaction region were resonantly ex-
cited with the laser and the subsequent fluorescence pho-
tons were counted with two red-sensitive photomultiplier
tubes as the tuning voltage was scanned.

4 Laser and ion beam overlap

Two removable apertures were placed in the COLLAPS
beam line to tune the ion beam. A 1mm diameter aper-
ture was used to maximise the overlap of the ion and laser
beams in the vicinity of the photon detection region. The
narrow waist minimised the laser power required, with a
commensurate reduction of the scattered laser light. A
second aperture, with a 4mm diameter and placed down-
stream the detection region, was used to ensure a slow

PMTs
charge	
exchange	
cell

post-accelera0on		
electrodes	

neutral	atom	beam

ion	beam	

laser	beam

in mean-square charge radii �hr2i are extracted according to
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where M and F are mass and field shift factor, respectively. For 26g,26mAl, collinear
laser spectroscopy allows the direct measurements of the isomer shift since the hyperfine
structure centroids for both the ground state and the isomer can be determined in a single
hyperfine spectrum. The advantage of this direct determination was clearly demonstrated
for 38K [1] where a previous indirect determination of the isomer shift by the combination
of two data sets, led to large error bars and as a consequence, to the wrong conclusion on
the relative size of the ground state and isomer.
Due to a lack of suitable transitions in Al ions, spectroscopy is performed on atoms which
are formed when Al ions delivered by ISOLDE are neutralized in COLLAPS’ charge
exchange cell which is filled with Na vapour. Based upon our previous work (IS457) on
Ga atoms, which have very similar structure and transitions, we expect that the two states
of the 2P o doublet are populated roughly equally in the charge exchange. Several strong
transitions can be considered (compare also with Fig. 4a). We exclude the transitions
to the 2D doublet at 308 nm and 309 nm, respectively, since the two 2D states are
very close in energy (�E ⇡ 0.2 meV) resulting in mixing of the two transitions [27].
This could lead to anomalies in the optical isotope shifts in analogy to what has been
observed in Sm isotopes [28]. Such complications are naturally avoided in the transitions
to the 2S1/2 singlet at 396 nm and 394 nm, respectively. Due to the finite probability
density of the s-electron at the nuclear site, these transitions are also more sensitive to
the nuclear charge radius. The 2P o

3/2 ! 2S1/2 transition with an Einstein coe�cient

of A = 1.0 · 108/s is stronger than 2P o

1/2 ! 2S1/2 (A = 5.1 · 107/s). Moreover, it is
also sensitive to the quadrupole moments of the investigated Al isotopes (not known for
24,29,30Al) and is hence the preferred transition. Laser light at this wavelength can be
produced by frequency doubling 792 nm provided by a Ti:Sa laser.
As mentioned before, the transition dependent mass and field shift M and F are required
to extract the changes in the mean-square charge radii �hr2iA,A

0
from the measured isotope

shift. Corresponding atomic-physics calculations of M and F for the 2P o

3/2 !2 S1/2

transition are currently underway [29]. Finally, the charge radii of the studied Al isotopes
can be determined by comparing �hr2iA,A

0
to the root-mean-square charge radius of 27Al

[15], which is known from muonic-atom and electron-scattering measurements.

3 Beam time request

Following our science motivation, we request ISOLDE beams of 24�33Al (see Tab. 1).
27Al will serve as the reference throughout the entire measurement. Two shifts of stable
27Al beam are requested for setup and confirmation of the spectroscopic scheme prior to
the measurements of radioactive nuclides. Operation and use of HRS and the cooler and
buncher ISCOOL will be required from the beginning. Moreover, RILIS will be essential
to increase the yields of the Al isotopes.
To date, all yields for Al isotopes (see Fig. 4b) listed in the ISOLDE yield database as well

7

mass	and	field	shik	factors	
from	atomic	physics	calculaCon

isotope	shil

difference	in	ms	
charge	radii

L. Filippin et al., Phys. Rev. A, 94, 062508 (2016)
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26mAl – JYFL proposal
I237 Precise measurement of isomeric and ground state charge radii in the self-

conjugate 26Al – 6 days of beam time

2016 COLLAPS data

Intensity ratio first 6s/second 6s:
Gs: 0.94(1)  [t1/2 = 7 x105 y]
Iso: 0.56(4) [t1/2 = 6.34 s]

Including isomer

No isomer
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Gs:	0.94(1)	[T1/2	=	7	x105	y]  
Iso:	0.56(4)	[T1/2	=	6.34	s]	 H. Heylen et al. @ COLLAPS
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F	=	[74.0	–	77.5]	MHz/fm2		
M	=	[-239	–	-224]	GHz	u
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where M and F are mass and field shift factor, respectively. For 26g,26mAl, collinear
laser spectroscopy allows the direct measurements of the isomer shift since the hyperfine
structure centroids for both the ground state and the isomer can be determined in a single
hyperfine spectrum. The advantage of this direct determination was clearly demonstrated
for 38K [1] where a previous indirect determination of the isomer shift by the combination
of two data sets, led to large error bars and as a consequence, to the wrong conclusion on
the relative size of the ground state and isomer.
Due to a lack of suitable transitions in Al ions, spectroscopy is performed on atoms which
are formed when Al ions delivered by ISOLDE are neutralized in COLLAPS’ charge
exchange cell which is filled with Na vapour. Based upon our previous work (IS457) on
Ga atoms, which have very similar structure and transitions, we expect that the two states
of the 2P o doublet are populated roughly equally in the charge exchange. Several strong
transitions can be considered (compare also with Fig. 4a). We exclude the transitions
to the 2D doublet at 308 nm and 309 nm, respectively, since the two 2D states are
very close in energy (�E ⇡ 0.2 meV) resulting in mixing of the two transitions [27].
This could lead to anomalies in the optical isotope shifts in analogy to what has been
observed in Sm isotopes [28]. Such complications are naturally avoided in the transitions
to the 2S1/2 singlet at 396 nm and 394 nm, respectively. Due to the finite probability
density of the s-electron at the nuclear site, these transitions are also more sensitive to
the nuclear charge radius. The 2P o

3/2 ! 2S1/2 transition with an Einstein coe�cient

of A = 1.0 · 108/s is stronger than 2P o

1/2 ! 2S1/2 (A = 5.1 · 107/s). Moreover, it is
also sensitive to the quadrupole moments of the investigated Al isotopes (not known for
24,29,30Al) and is hence the preferred transition. Laser light at this wavelength can be
produced by frequency doubling 792 nm provided by a Ti:Sa laser.
As mentioned before, the transition dependent mass and field shift M and F are required
to extract the changes in the mean-square charge radii �hr2iA,A
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from the measured isotope

shift. Corresponding atomic-physics calculations of M and F for the 2P o
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transition are currently underway [29]. Finally, the charge radii of the studied Al isotopes
can be determined by comparing �hr2iA,A

0
to the root-mean-square charge radius of 27Al

[15], which is known from muonic-atom and electron-scattering measurements.

3 Beam time request

Following our science motivation, we request ISOLDE beams of 24�33Al (see Tab. 1).
27Al will serve as the reference throughout the entire measurement. Two shifts of stable
27Al beam are requested for setup and confirmation of the spectroscopic scheme prior to
the measurements of radioactive nuclides. Operation and use of HRS and the cooler and
buncher ISCOOL will be required from the beginning. Moreover, RILIS will be essential
to increase the yields of the Al isotopes.
To date, all yields for Al isotopes (see Fig. 4b) listed in the ISOLDE yield database as well

7

L. Filippin et al., Phys. Rev. A, 94, 062508 (2016)

what	else	could	be	done?		
• more	accurate	M	calculaCon	from	atomic	theory?		
• absolute	charge	radius	of	26Al	gs	(T1/2	=	7x105	y)	?

Preliminary

ECT*	2019	Atomic	nuclei	as	laboratories	for	BSM	physics
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26mAl,	rc	&	δc:	what	do	we	(not)	know?

nuclide <rc2>	[fm2] reference

27Al 9.37(02) rc	compilaCon I.	Angeli,	At.	Data	Nucl.	Data	Tables	87,	185	(2004)

9.26(18)
weighted	average		
e-	sca1ering

G.	Fricke	and	K.	Heilig,	Nuclear	Charge	Radii	(2004)

26mAl 9.24(12) extrapolaCon	for	Vud Towner	&	Hardy	PRC	66,	035501		(2002)		

27Al	as	reference	for	absolute	charge	radius:	

2.3 Nuclear Properties from Optical Spectra

with KNMS and KSMS the normal and the specific mass shift constant, mA and mA0 the
nuclear masses (the nuclear masses are obtained by subtracting the electron masses from
the atomic mass taken e.g. from [61]). The normal mass shift constant can be calculated
using KNMS = ⌫

A
me. The specific mass shift constant KSMS is the expectation value

of
P

i>j pi · pj for the lower state minus that for the upper state of the transition, with

pi and pj the momentum of the i

th and j

th electron in the center of mass frame of the
atom, for details see [35].
The field shift can be expressed as
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r

2
↵AA0

, (2.20)

with F being the electronic factor and � hr2iAA0
= hr2iA

0
� hr2iA the change in nuclear

mean square charge radius. The electronic factor F describes the change in the electron
density at the nucleus � |�(0)|2 between the initial state and the final state of an atomic
transition. For the medium mass nuclei discussed in this work a non-relativistic approach
is su�cient and F can be calculated from [3]

F = �2⇡

3
Ze

2� |�(0)|2 . (2.21)

Purely theoretical calculations for the specific mass shift and field shift constants have
to be taken with care. In most cases one has to rely on a combination of theoretical
calculations in combination with experimental results, see for example Refs. [29, 35] for
more details.
If the specific mass shift and field shift constants are known, � hr2iAA0

can be calculated
using

�

⌦
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=
�⌫

AA0 � (KNMS +KSMS)
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To extract the absolute nuclear rms charge radius R, the nuclear charge radius of
at least one isotope has to be determined by a di↵erent method, e.g. elastic electron
scattering. If such a reference radius exists R can be calculated from the relation

R(A0) =
q
R

2(A) + � hr2iAA0
. (2.23)

2.3 Nuclear Properties from Optical Spectra

The nuclear properties that can be extracted from optical hyperfine spectra are � hr2iAA0

from Eq. (2.22), the ground-state spins, magnetic dipole and electric quadrupole mo-
ments (chapter 2.1). The frequency ⌫HFS of a hyperfine transition depends on the
hyperfine constants Au, Bu (Al, Bl) of the upper (lower) hyperfine level [9]

⌫HFS = ⌫cg + ↵uAu + �uBu � ↵lAl � �lBl, (2.24)

where ↵ = C/2, � = 3C(C+1)�4I(I+1)J(J+1)
8I(2I�1J(J�1) and ⌫cg the center of gravity of the HFS.

Before one can use a �

2-minimization fitting procedure to determine ⌫cg, Al,u and Bl,u

9
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27Al	as	reference	for	absolute	charge	radius:	
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at least one isotope has to be determined by a di↵erent method, e.g. elastic electron
scattering. If such a reference radius exists R can be calculated from the relation
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from Eq. (2.22), the ground-state spins, magnetic dipole and electric quadrupole mo-
ments (chapter 2.1). The frequency ⌫HFS of a hyperfine transition depends on the
hyperfine constants Au, Bu (Al, Bl) of the upper (lower) hyperfine level [9]

⌫HFS = ⌫cg + ↵uAu + �uBu � ↵lAl � �lBl, (2.24)

where ↵ = C/2, � = 3C(C+1)�4I(I+1)J(J+1)
8I(2I�1J(J�1) and ⌫cg the center of gravity of the HFS.
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with KNMS and KSMS the normal and the specific mass shift constant, mA and mA0 the
nuclear masses (the nuclear masses are obtained by subtracting the electron masses from
the atomic mass taken e.g. from [61]). The normal mass shift constant can be calculated
using KNMS = ⌫

A
me. The specific mass shift constant KSMS is the expectation value

of
P

i>j pi · pj for the lower state minus that for the upper state of the transition, with

pi and pj the momentum of the i

th and j

th electron in the center of mass frame of the
atom, for details see [35].
The field shift can be expressed as

�⌫

AA0

FS = F �

⌦
r

2
↵AA0

, (2.20)

with F being the electronic factor and � hr2iAA0
= hr2iA

0
� hr2iA the change in nuclear

mean square charge radius. The electronic factor F describes the change in the electron
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at least one isotope has to be determined by a di↵erent method, e.g. elastic electron
scattering. If such a reference radius exists R can be calculated from the relation

R(A0) =
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The nuclear properties that can be extracted from optical hyperfine spectra are � hr2iAA0

from Eq. (2.22), the ground-state spins, magnetic dipole and electric quadrupole mo-
ments (chapter 2.1). The frequency ⌫HFS of a hyperfine transition depends on the
hyperfine constants Au, Bu (Al, Bl) of the upper (lower) hyperfine level [9]

⌫HFS = ⌫cg + ↵uAu + �uBu � ↵lAl � �lBl, (2.24)

where ↵ = C/2, � = 3C(C+1)�4I(I+1)J(J+1)
8I(2I�1J(J�1) and ⌫cg the center of gravity of the HFS.
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I237 Precise measurement of isomeric and ground state charge radii in the self-
conjugate 26Al – 6 days of beam time

Different iso/gs ratio’s

26mAl – JYFL proposal

close	to	1:1

T. Eronen et al., NIM B 266, 4527 (2008)

I237 Precise measurement of isomeric and ground state charge radii in the self-
conjugate 26Al – 6 days of beam time

Different iso/gs ratio’s

26mAl – JYFL proposal

simula0on

26mAl – JYFL proposal
I237 Precise measurement of isomeric and ground state charge radii in the self-

conjugate 26Al – 6 days of beam time

2016 COLLAPS data

Intensity ratio first 6s/second 6s:
Gs: 0.94(1)  [t1/2 = 7 x105 y]
Iso: 0.56(4) [t1/2 = 6.34 s]

Including isomer

No isomer

26mAl – JYFL proposal
I237 Precise measurement of isomeric and ground state charge radii in the self-

conjugate 26Al – 6 days of beam time

2016 COLLAPS data

Intensity ratio first 6s/second 6s:
Gs: 0.94(1)  [t1/2 = 7 x105 y]
Iso: 0.56(4) [t1/2 = 6.34 s]

Including isomer

No isomer

COLLAPS	data

• upgrade	of	beamline	at	JYFL	for	CLS	on	atoms	
• approved	proposal	⇒	measurement	later	this	year

strong	mo0va0on	to	beser	access	rc	of	26mAl

ECT*	2019	Atomic	nuclei	as	laboratories	for	BSM	physics

Which	other	methods	could	calculate	δc
?
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standard deviations. Is there any way the |Vud | value in Eq. (10)
could possibly be shifted to this value? It can be seen in
Eq. (8) that |Vud |2 is inversely proportional to both F t and
(1 + !V

R). For F t to account for such a shift, it would have to
decrease by six standard deviations. That is unlikely enough
but, because all 14 measured transitions agree with one another
and with CVC, all 14 would have to undergo the same shift, a
virtual impossibility. The only other possibility is a shift in the
nucleus-independent radiative correction, !V

R, which would
have to be reduced from 2.36(4)% to 2.24%. This is a change
equal to three times the stated uncertainty which, while not
impossible, is rather unlikely.

(4) f+(0), fK/fπ correct, Kℓ3, Kℓ2 correct, unitarity
not satisfied. With |Vus | determined from Kℓ3 decays and
|Vus |/|Vud | from Kℓ2 decays, each with the Nf = 2 + 1 + 1
lattice coupling constants, a value of |Vud | can be obtained from
their ratio. The result, |Vud | = 0.9670(44), has a somewhat
larger error bar than other determinations from kaon physics
because no constraint to satisfy unitarity has been imposed.
Nevertheless, the result is two of its standard deviations away
from the nuclear β-decay value for |Vud | and the unitarity
sum is likewise not satisfied, with |Vu|2 = 0.985(9) and a
deficit, !CKM = −0.015(9), of 1.8 standard deviations. For
the β-decay value of |Vud | to be shifted into agreement with
this kaon-derived value would require the nucleus-independent
radiative correction !V

R to be increased from 2.36(4)% to
3.88%, 40 times its stated uncertainty. Surely this can be ruled
out.

One must conclude that there is no definitive answer for
|Vus | as of now since the two approaches to its measurement
from kaon decay are not completely consistent with one
another. On balance, though, the result for |Vus |/|Vud | obtained
from Kℓ2 and pion decays seems the most reliable because it
shows the greatest consistency as the lattice calculations have
improved, which reinforces the idea that systematic errors are
reduced when a ratio is used. If we then accept the Nf =
2 + 1 + 1 result on line 4 of Table XIII and combine it with
our result for |Vud | from Eq. (10), we get |Vus | = 0.2248(6)
and a unitary sum of |Vu|2 = 0.999 56(49).

D. Scalar currents

1. Fundamental scalar current

The standard model prescribes the weak interaction to be
an equal mix of vector (V ) and axial-vector (A) interactions
that maximizes parity violation. Searches for physics beyond
the standard model therefore seek evidence that parity is
not maximally violated (owing to the presence of right-hand
currents) or that the interaction is not pure V − A (owing to the
presence of scalar or tensor currents). The data in this survey
allow us to contribute to the search for a scalar interaction
because, if present, it would have a measurable effect on
superallowed 0+ → 0+ β transitions.

A scalar interaction would generate an additional term [5]
to the shape-correction function, which forms part of the
integrand of the statistical rate function, f , an integral over
the β-decay phase space. The additional term takes the form
(1 + bF γ1/W ), where W is the total electron energy in electron

Z of daughter
2010 30 400

3070

3080

3090

3060

FIG. 7. Corrected F t values from Table IX plotted as a function
of the charge on the daughter nucleus, Z. The curved lines represent
the approximate loci the F t values would follow if a scalar current
existed with bF = ±0.004.

rest-mass units, and γ1 =
√

[1 − (αZ)2]. The strength of the
scalar interaction is contained in the unknown constant, bF ,
which is called the Fierz interference term [218]. Thus, the
impact of a scalar interaction on the F t values would be to
introduce a dependence on ⟨1/W ⟩, the average inverse decay
energy of each β+ transition. No longer would the F t values
be constant over the whole range of nuclei but they would
instead exhibit a smooth dependence on ⟨1/W ⟩. Since ⟨1/W ⟩
is largest for the lightest nuclei, and decreases monotonically
with increasing Z and A, the largest deviation of F t from
constancy would occur for the cases of 10C and 14O.

We have reevaluated the statistical rate function, f , for
each transition using a shape-correction function that includes
the presence of the scalar interaction via a Fierz interference
term, bF , which we treat as an adjustable parameter. We then
obtained a value of bF that minimized the χ2 in a least-squares
fit to the expression F t = constant. The result we obtained is

bF = −0.0028 ± 0.0026, (17)

a marginally larger result than the value from our last survey [6]
but with the same uncertainty. Note that the uncertainty quoted
here is one standard deviation (68% CL), as obtained from the
fit. In Fig. 7 we illustrate the sensitivity of this analysis by
plotting the measured F t values together with the loci of F t
values that would be expected if bF = ±0.004. There is no
statistically compelling evidence for bF to be nonzero.1

The result in Eq. (17) can also be expressed in terms of
the coupling constants that Jackson, Treiman, and Wyld [218]
introduced to write a general form for the weak-interaction
Hamiltonian. Since we are dealing only with Fermi superal-
lowed transitions, we can restrict ourselves to scalar and vector
couplings, for which the Hamiltonian becomes

HS+V = (ψpψn)
(
CSφeφνe

+ C ′
Sφeγ5φνe

)

+ (ψpγµψn)
[
CV φeγµ(1 + γ5)φνe

]
, (18)

in the notation and metric of Ref. [218]. We have taken the
vector current to be maximally parity violating, as indicated

1It is interesting to note that if we were to derive an averageF t value
from the data while allowing bF to vary freely, the corresponding
value for |Vud | would become 0.9745(4), a result quite consistent
with the one we quote in Eq. (10), but with an uncertainty nearly
twice as large.

025501-20

J. C. Hardy and I. S. Towner, Phys. Rev. C 91, 025501 (2015)

superallowed 0+→ 0+ Fermi transitions

10C 
• high sensitivity to scalar currents 
• limited by BR 

G. Savard et al, PRL 74, 1521 (1995) 
B.K. Fujikawa et al., PLB 449, 6(1999)
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standard deviations. Is there any way the |Vud | value in Eq. (10)
could possibly be shifted to this value? It can be seen in
Eq. (8) that |Vud |2 is inversely proportional to both F t and
(1 + !V

R). For F t to account for such a shift, it would have to
decrease by six standard deviations. That is unlikely enough
but, because all 14 measured transitions agree with one another
and with CVC, all 14 would have to undergo the same shift, a
virtual impossibility. The only other possibility is a shift in the
nucleus-independent radiative correction, !V

R, which would
have to be reduced from 2.36(4)% to 2.24%. This is a change
equal to three times the stated uncertainty which, while not
impossible, is rather unlikely.

(4) f+(0), fK/fπ correct, Kℓ3, Kℓ2 correct, unitarity
not satisfied. With |Vus | determined from Kℓ3 decays and
|Vus |/|Vud | from Kℓ2 decays, each with the Nf = 2 + 1 + 1
lattice coupling constants, a value of |Vud | can be obtained from
their ratio. The result, |Vud | = 0.9670(44), has a somewhat
larger error bar than other determinations from kaon physics
because no constraint to satisfy unitarity has been imposed.
Nevertheless, the result is two of its standard deviations away
from the nuclear β-decay value for |Vud | and the unitarity
sum is likewise not satisfied, with |Vu|2 = 0.985(9) and a
deficit, !CKM = −0.015(9), of 1.8 standard deviations. For
the β-decay value of |Vud | to be shifted into agreement with
this kaon-derived value would require the nucleus-independent
radiative correction !V

R to be increased from 2.36(4)% to
3.88%, 40 times its stated uncertainty. Surely this can be ruled
out.

One must conclude that there is no definitive answer for
|Vus | as of now since the two approaches to its measurement
from kaon decay are not completely consistent with one
another. On balance, though, the result for |Vus |/|Vud | obtained
from Kℓ2 and pion decays seems the most reliable because it
shows the greatest consistency as the lattice calculations have
improved, which reinforces the idea that systematic errors are
reduced when a ratio is used. If we then accept the Nf =
2 + 1 + 1 result on line 4 of Table XIII and combine it with
our result for |Vud | from Eq. (10), we get |Vus | = 0.2248(6)
and a unitary sum of |Vu|2 = 0.999 56(49).

D. Scalar currents

1. Fundamental scalar current

The standard model prescribes the weak interaction to be
an equal mix of vector (V ) and axial-vector (A) interactions
that maximizes parity violation. Searches for physics beyond
the standard model therefore seek evidence that parity is
not maximally violated (owing to the presence of right-hand
currents) or that the interaction is not pure V − A (owing to the
presence of scalar or tensor currents). The data in this survey
allow us to contribute to the search for a scalar interaction
because, if present, it would have a measurable effect on
superallowed 0+ → 0+ β transitions.

A scalar interaction would generate an additional term [5]
to the shape-correction function, which forms part of the
integrand of the statistical rate function, f , an integral over
the β-decay phase space. The additional term takes the form
(1 + bF γ1/W ), where W is the total electron energy in electron
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FIG. 7. Corrected F t values from Table IX plotted as a function
of the charge on the daughter nucleus, Z. The curved lines represent
the approximate loci the F t values would follow if a scalar current
existed with bF = ±0.004.

rest-mass units, and γ1 =
√

[1 − (αZ)2]. The strength of the
scalar interaction is contained in the unknown constant, bF ,
which is called the Fierz interference term [218]. Thus, the
impact of a scalar interaction on the F t values would be to
introduce a dependence on ⟨1/W ⟩, the average inverse decay
energy of each β+ transition. No longer would the F t values
be constant over the whole range of nuclei but they would
instead exhibit a smooth dependence on ⟨1/W ⟩. Since ⟨1/W ⟩
is largest for the lightest nuclei, and decreases monotonically
with increasing Z and A, the largest deviation of F t from
constancy would occur for the cases of 10C and 14O.

We have reevaluated the statistical rate function, f , for
each transition using a shape-correction function that includes
the presence of the scalar interaction via a Fierz interference
term, bF , which we treat as an adjustable parameter. We then
obtained a value of bF that minimized the χ2 in a least-squares
fit to the expression F t = constant. The result we obtained is

bF = −0.0028 ± 0.0026, (17)

a marginally larger result than the value from our last survey [6]
but with the same uncertainty. Note that the uncertainty quoted
here is one standard deviation (68% CL), as obtained from the
fit. In Fig. 7 we illustrate the sensitivity of this analysis by
plotting the measured F t values together with the loci of F t
values that would be expected if bF = ±0.004. There is no
statistically compelling evidence for bF to be nonzero.1

The result in Eq. (17) can also be expressed in terms of
the coupling constants that Jackson, Treiman, and Wyld [218]
introduced to write a general form for the weak-interaction
Hamiltonian. Since we are dealing only with Fermi superal-
lowed transitions, we can restrict ourselves to scalar and vector
couplings, for which the Hamiltonian becomes

HS+V = (ψpψn)
(
CSφeφνe

+ C ′
Sφeγ5φνe

)

+ (ψpγµψn)
[
CV φeγµ(1 + γ5)φνe

]
, (18)

in the notation and metric of Ref. [218]. We have taken the
vector current to be maximally parity violating, as indicated

1It is interesting to note that if we were to derive an averageF t value
from the data while allowing bF to vary freely, the corresponding
value for |Vud | would become 0.9745(4), a result quite consistent
with the one we quote in Eq. (10), but with an uncertainty nearly
twice as large.
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superallowed 0+→ 0+ Fermi transitions

10C 
• high sensitivity to scalar currents 
• limited by BR 
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Figure 2.24: Direct comparison of �C for 10C from the No-Core Shell Model
(NCSM) with the largest model space, but not converged (NCSM 8~⌦)
and the perturbation theory based on the NCSM results (NCSM+PT) to
all other presented models.

(assuming closed shells and effective interactions between valence nucleons), DFT,
etc. Ab-initio methods are in this sense exact, provided that the employed nuclear
potentials are accurate. Due to numerical reasons (note A!), these methods are
limited to light nuclei with typically A  16. In light of modern high precision,
nuclear potentials such as those from �EFT (compare Section 2.1.3), this mass
range naturally bridges the underlying physics of quarks with the rest of the nu-
clear chart. As such, nuclear potentials and ab-initio methods can be benchmarked
in the light mass sector providing confidence in the nuclear potential especially
in their many-body forces, which can then be used in many-body methods for all
heavier nucleon systems.
With respect to superallowed �-decays, 10C and 14O are within the currently ac-
cepted range accessible by ab-initio methods. A determination of the ISB correc-
tions have been attempted for 10C within the No-Core Shell Model (NCSM) [93].
Although the calculation did not converge, perturbation theory was employed to
gain �C from the non-converged result. The NCSM and the regular shell model both
use a harmonic oscillator basis and have a similar second quantization framework,
but the NCSM is distinct in treating all nucleons as ‘active’ and not in an inert core,
hence the name. The calculation reported in [93] only included two-body forces in

56

E. Caurier et al., Phys. Rev. C, 66,024314,(2002)

NCSM of δc in 10C 
• without 3N forces 
• CD-Bonn 2000 NN potential  
• not converged 
• what would be possible today?
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B. Blank et al., NIM A 776, 34 (2015)

HPGe	detector	with	high	precision	efficiency

∆𝜺<5‰ ∆𝜺<1.5‰

The main problem in this procedure is to have a source with an
activity precision of the order of 0.1%. We possess two different
sources with this precision prepared by the Laboratoire National
Henri Becquerel (LNHB) at Saclay, France [24]. They were cali-
brated at LNHB using the 4πβγ coincidence method [25]. Widely
implemented in radionuclide laboratories, this primary method is
well adapted to the standardization of βγ emitters such as 60Co.
The detection system used at LNHB is based on a proportional
counter (filled with methane at atmospheric pressure) in the β
channel and a 3″! 3″ NaI(Tl) detector in the γ channel. The
associated electronics for coincidence counting is designed using
extendable dead times and the live-time technique [26]. In the
case of 60Co, an uncertainty of 0.09% on the activity measurement
is obtained. These sources allow us to determine the efficiency of
our detector at the 60Co γ-ray energies of 1173 keV and 1332 keV.
These efficiencies are 0.2175(3)% and 0.1996(3)%, respectively. The
measurements with the two sources agreed within error bars. We
used as a total activity uncertainty for the combined measure-
ments 0.09% taking thus into account that the two sources have
been calibrated in the same way in the same laboratory.

These measurements have been performed at different periods
over more than one year. During this time, the detector was warmed
up at several occasions, also for longer periods of several weeks.
However, we did not observe any change in efficiency and conclude
thus that the efficiency is constant over time.

Absolute efficiency from γ–γ coincidences: The absolute efficiency of
a germanium detector can also be determined from γ–γ coincidences.
For this purpose, one needs a source with a high-branching-ratio γ–γ
cascade without any cross-over γ ray. The 60Co as well as the 24Na
sources have these characteristics. However, the short half-life of 24Na
prevents from using this source for this purpose.

We have performed a series of measurements with a 25 kBq
60Co source. By determining the number of counts in the two γ-ray
peaks at 1173 keV and at 1332 keV as well as in the sum peak at
2505 keV, one can establish three equations for three unknowns:

N1173 ¼ ϵFE1173nAnBR1173nð1$ϵt1332nw12Þ

N1332 ¼ ϵFE1332nAnBR1332nð1$ϵt1173nw12Þ

N2505 ¼ ϵFE1173nϵ
FE
1332nAnBR2505nw12

Nx are the numbers of counts in the full-energy peaks at energy
x, A is the source activity, BRx is the branching ratio for the different
energies (BR2505 is the probability to have both γ rays, the 1173 keV
and the 1332 keV γ rays, in coincidence), ϵt is the total efficiency,
and w12 is the correction due to the γ–γ angular correlation.

In these equations, the three unknowns are the efficiencies at
the two energies and the activity. All the other quantities are either
determined from the spectrum (Nx), from other measurements (ϵt),
or from calculations (w12). In the present procedure, the acquisition
dead-time as well as, to a large extent, pile-up can be neglected as
they affect all peaks in the same way. However, there is one effect
which has to be corrected for the sum peak. This is the probability
that a 1173 keV γ ray from one event is added to a 1332 keV γ ray
from another event and vice versa and add to the sum energy peak
at 2505 keV. This effect is not negligible, as can be seen from the
presence of small but visible peaks at 2346 keV and 2664 keV, twice
the energies of the individual γ rays. We used the counting rates in
these two sum peaks, corrected for the detection efficiency of the
respective other γ-ray energy, and determined thus the number of
counts to be subtracted from the 2505 keV sum peak.

The angular correlation correction w12 was determined in a
Monte-Carlo simulation with the CYLTRAN code, where we com-
pared the sum energy peak in a simulation with angular correla-
tion to a simulation for an isotropic emission of the γ rays. The
result of these simulations is quite close to a calculation of the

angular correlation correction at a fixed angle of 01 which does not
take into account the opening angle of the detector and thus the
contribution of γ–γ angles larger than zero.

From our data, we determine efficiencies of 0.2186(7)% and
0.1996(7)% at 1173 keV and 1332 keV, respectively. These efficien-
cies are in excellent agreement with the values determined with the
high-precision sources. The precision is somewhat less than from
the high-precision sources. This is exclusively due to the fact that
one needs a high number of counts in the sum energy peak and this
implies very long measuring times. In our case, we performed
measurements over several months.

Final efficiency for the 60Co γ-ray energies: From both the above
methods to determine the absolute efficiency for the 60Co γ rays, we
arrive at a final efficiency of 0.2177(4)% and 0.1996(3)% at 1173 keV
and 1332 keV, respectively. These experimental efficiencies can be
compared to the results of our MC simulations of 0.2173(2)% and
0.1997(2)%. This precision corresponds to about 1.5–2‰. To arrive at
this agreement, we adjusted the detector parameters mainly with
the detectors scans and the 60Co measurements. Once the simula-
tions matched these, only minor additional adjustments were
necessary with the other sources (see next paragraph).

5.3.3. Full-energy peak efficiency with other sources
The sources used for the determination of the full-energy

efficiency curve are given in Table 2 with the information pertinent

Fig. 11. (a) Absolute γ-ray efficiency at a distance of 15 cm between the source and
the detector entrance window. As explained in the text, the shape of the curve is
determined with the γ rays given in Table 2, whereas the absolute height of the
curve was determined by means of 60Co sources. The curve is not completely
smooth, as what is presented is not the single γ-ray efficiencies, but full-energy
peak efficiencies determined with the complete decay schemes from the sources.
(b) Relative differences (in %) between the experimental data and the simulations
with the detector model are presented. The dashed lines give the final precisions
adopted.

B. Blank et al. / Nuclear Instruments and Methods in Physics Research A 776 (2015) 34–4442

calibration program:

• x-ray photography

• source measurements 
- >20 different sources 
- some made at ISOLDE 

• MC simulations: 
- CYLTRAN,  
- GEANT4

• scan of the crystal with 
collimated source: 

Results for remaining 
uncertainty in efficiency
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energies (BR2505 is the probability to have both γ rays, the 1173 keV
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and w12 is the correction due to the γ–γ angular correlation.

In these equations, the three unknowns are the efficiencies at
the two energies and the activity. All the other quantities are either
determined from the spectrum (Nx), from other measurements (ϵt),
or from calculations (w12). In the present procedure, the acquisition
dead-time as well as, to a large extent, pile-up can be neglected as
they affect all peaks in the same way. However, there is one effect
which has to be corrected for the sum peak. This is the probability
that a 1173 keV γ ray from one event is added to a 1332 keV γ ray
from another event and vice versa and add to the sum energy peak
at 2505 keV. This effect is not negligible, as can be seen from the
presence of small but visible peaks at 2346 keV and 2664 keV, twice
the energies of the individual γ rays. We used the counting rates in
these two sum peaks, corrected for the detection efficiency of the
respective other γ-ray energy, and determined thus the number of
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result of these simulations is quite close to a calculation of the
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contribution of γ–γ angles larger than zero.
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the high-precision sources. This is exclusively due to the fact that
one needs a high number of counts in the sum energy peak and this
implies very long measuring times. In our case, we performed
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Final efficiency for the 60Co γ-ray energies: From both the above
methods to determine the absolute efficiency for the 60Co γ rays, we
arrive at a final efficiency of 0.2177(4)% and 0.1996(3)% at 1173 keV
and 1332 keV, respectively. These experimental efficiencies can be
compared to the results of our MC simulations of 0.2173(2)% and
0.1997(2)%. This precision corresponds to about 1.5–2‰. To arrive at
this agreement, we adjusted the detector parameters mainly with
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calibration program:

• x-ray photography

• source measurements 
- >20 different sources 
- some made at ISOLDE 

• MC simulations: 
- CYLTRAN,  
- GEANT4

• scan of the crystal with 
collimated source: 

Results for remaining 
uncertainty in efficiency

status	BR	of	10C	
at	ISOLDE• goal: <0.15% in BR 

• focus on systematics 
• 1st data taking completed at ISOLDE 
• analysis ongoing



ECT*	2019	Atomic	nuclei	as	laboratories	for	BSM	physics

10C	decay	scheme
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e+ form decay of  
• 10C 
• 13N2: strong contaminant in A=26 10C16O beam

• need to count 1022 keV gammas 
• exactly at pile up of 511 keV from e+ annihilation 

⇒ requires excellent understanding/data of pile-up

How to get rid of 13N2? 
• required mass resolving power R=M/∆M≈90’000  
• beyond magnetic separators 
• can we help with ion-trap techniques?

B. Blank et al., 
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Optimizing the production of 149Tb, 152Tb and 155Tb for medical research
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Motivation
Terbium offers a “matched quadruplet” of four radionuclides with
suitable decay properties for “Theranostics” applications in nuclear
medicine and has well-known lanthanide chemistry for stable
labelling to cancer-specific biomolecules [1]. The E+ emitter 152Tb for
Positron Emission Tomography (PET) and the low-energy J-ray
emitter 155Tb for Single Photon Emission Computed Tomography
(SPECT) have excellent properties for diagnostic applications while
the ିߚ emitter 161Tb and the D-emitter 149Tb provide short-range
radiation for therapeutic applications.

ISOLDE/CERN

[1] C. Müller et al., J. Nucl. Med. 53, 1951 (2012). [4] G. Audi et al., Chinese Phys. C Vol. 41, 039991 (2017). [7] R. N. Wolf, F. Wienholtz et al., Int. J. Mass. Spectrom. 349-350, 123 (2013).
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Time-of-flight spectrum

• After resonant laser 
ionization of dysprosium 
and

• 1000 revolutions in the 
device

ISOLTRAP’s MR-ToF MS
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Isotope Half life

133La 3.9h
133g/mCe 97m/5.1h

133Pr 6.5m
149Eu 93.1d
149Dy 4.2m
149Tb 4.1h

Contaminants / 149Dy Æ almost factor 3 improved

• Foil holder, which contains gold plated zinc foils

Tu Tu
Tu Tu

Ki
Ki Ki

Ki

PET/CT 5 h after Injection of 152Tb-DOTANOC PET/CT 22 h after Injection of 152Tb-DOTANOC

Performed with Genisys8 bench-top PET/CT scanner at PSI

Radioisotope collection point

Collection at GLM/GHM of ISOLDE:

Transport and chemical separation/preparation

Isotope of interest

MR-ToF MS assisted yield studies

Outlook

• The MR-ToF MS was used to find the optimal ISOLDE target and ion-source settings to minimize the 
contaminants/Dy ratio Æ optimum production of 149Tb daughter while minimizing disturbing 
contaminants (133g/mCe and 133La)

Planed upgrades:

• To overcome the half-life limitations of short-
lived radioisotopes like 149Tb, a radiochemical 
laboratory will be built in the vicinity of the 
ISOLDE facility at CERN.

• A dedicated general purpose 30kV MR-ToF MS 
setup at ISOLDE for routine on-line monitoring 
of yields during collections will be installed.

Imaging and therapy of folate receptor positive tumors, 
e.g. ovarian cancer

In-vivo applications

PSI

Activity losses:

Decay losses during transport CERN Æ PSI 

40% for 149Tb, 10% for 152Tb

Chemical 
separation/preparation

1. Dissolve Zn layer from foil 
with diluted nitric acid. 

2. Load the solution onto 
cation exchange resin. 

3. Elute with ߙ-HIBA. 

4. Collect the Tb fraction of 
the eluate and label with 
DOTA to the cancer-
seeking tracer (peptide, 
vitamin-derivative or 
antibody).

Map: CERN Æ PSI: 280 km

Preparation :

PET/CT with 152Tb [2] :
Sample quality improvements:

• Investigation of more target and ion-source 
(RILIS) parameters to find and establish optimal 
conditions for the isotope collections

Folate receptor targeting agent with Tb in chelator
albumin binderFolic acid = Vitamin B9

Tb-DOTA

Characteristics:
high affinity to the folate receptor
prolonged blood circulation time
stable coordination of Tb-isotopes

[1]

Tb

ɲɴ+ (EC+e+) stableinternal transition

ISOLTRAP

RILIS on 
Dysprosium [8]

GPS
GLM/GHM

RIB

Horizontal part of the 
ISOLTRAP setup

• Cooling and bunching of 
the ISOLDE beam with the 
RFQ cooler and buncher

• Injection of 100 ns ȉ eV
pulses into the MR-ToF MS

MR-ToF MS:

• ToF separation due to 
different m/q

• single-ion sensitivity
• non scanning

Before optimization: 6.3/1 After optimization: 2.3/1

ISOLTRAP’s MR-ToF MS
Entrance Mirror 

potential wall
Exit Mirror 

potential wall
In-trap lift

• MR-ToF MS utilize 2 axial symmetric ion mirrors to reflect 
ions back and forth between them and thus extending their 
flight path significantly.

Æ High mass resolving power (some 100 000) can be achieved 
on  short timescales.

• To capture and eject the ions from the device, the in-trap 
lift technique is used which is illustrated in the sketch on 
the left:
The initial kinetic ion energy is high enough to overcome 
the potential wall of the entrance mirror. By switching the   
potential of the in-trap  lift electrode, the ion energy can 
be reduced to trap them between the ion mirrors. 
For the ejection the inverse switching process is used.

• A realistic shape of the potential distribution is shown in 
the figure bellow. For details see [9]   

ܴ = ݉/ο݉ ൎ 100,000, A total of 15607 ions 
were accumulated in 500 experimental cycles; 
Measurement time: 30s

Settings:

Simultaneous observation of all ion species for optimization of target and ions source parameters

In particular 149Tb is unique, since it is the only D-emitter below lead
with a half-life compatible with clinical applications. Moreover it is
the only medical D-emitter with significant E+ emission, thus enabling
to monitor the biodistribution by PET imaging during therapeutical
application [2].
While 161Tb is reactor-produced, the neutron-deficient 149,152,155Tb
isotopes are available at the ISOLDE facility at CERN [3]. Actually,
high-energy proton-induced spallation of tantalum populates the
dysprosium precursors stronger than the terbium isotopes, therefore
dysprosium is laser-ionized and collected, then decaying to the
terbium isotopes of interest (with half lives: 149Dy Æ 149Tb: 4.2min;
152DyÆ 152Tb: 2.38h; 155DyÆ 155Tb: 9.9h) [4].

However, the resolving power of the ISOLDE general purpose separator does
not allow to separate the wanted Dy/Tb isotopes from isobaric impurities (Gd,
Eu) and oxide sidebands (Pm, Nd, Pr, Ce, La). In particular for 149Tb collections,
the pseudo-isobars 133g/mCeO and 133LaO dominate the activity and gamma
dose rate of the collected samples. It is therefore highly desirable to optimize
the beam composition, i.e. to maximize the relative amount of 149Tb in the
sample. Multi-reflection time-of-flight mass spectrometry (MR-ToF MS) offers
online beam analysis and thus a fast method to identify the components of a
complex mixture of different ions [5]. With the MR-ToF MS of the ISOLTRAP
setup [6,7] the beam composition of the A=149 primary beam was analysed
and monitored to ensure an optimized collection of the 149Tb ions.
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Motivation
Terbium offers a “matched quadruplet” of four radionuclides with
suitable decay properties for “Theranostics” applications in nuclear
medicine and has well-known lanthanide chemistry for stable
labelling to cancer-specific biomolecules [1]. The E+ emitter 152Tb for
Positron Emission Tomography (PET) and the low-energy J-ray
emitter 155Tb for Single Photon Emission Computed Tomography
(SPECT) have excellent properties for diagnostic applications while
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Preparation :

PET/CT with 152Tb [2] :
Sample quality improvements:

• Investigation of more target and ion-source 
(RILIS) parameters to find and establish optimal 
conditions for the isotope collections

Folate receptor targeting agent with Tb in chelator
albumin binderFolic acid = Vitamin B9
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Characteristics:
high affinity to the folate receptor
prolonged blood circulation time
stable coordination of Tb-isotopes

[1]

Tb

ɲɴ+ (EC+e+) stableinternal transition

ISOLTRAP

RILIS on 
Dysprosium [8]

GPS
GLM/GHM

RIB

Horizontal part of the 
ISOLTRAP setup

• Cooling and bunching of 
the ISOLDE beam with the 
RFQ cooler and buncher

• Injection of 100 ns ȉ eV
pulses into the MR-ToF MS

MR-ToF MS:

• ToF separation due to 
different m/q

• single-ion sensitivity
• non scanning

Before optimization: 6.3/1 After optimization: 2.3/1

ISOLTRAP’s MR-ToF MS
Entrance Mirror 

potential wall
Exit Mirror 

potential wall
In-trap lift

• MR-ToF MS utilize 2 axial symmetric ion mirrors to reflect 
ions back and forth between them and thus extending their 
flight path significantly.

Æ High mass resolving power (some 100 000) can be achieved 
on  short timescales.

• To capture and eject the ions from the device, the in-trap 
lift technique is used which is illustrated in the sketch on 
the left:
The initial kinetic ion energy is high enough to overcome 
the potential wall of the entrance mirror. By switching the   
potential of the in-trap  lift electrode, the ion energy can 
be reduced to trap them between the ion mirrors. 
For the ejection the inverse switching process is used.

• A realistic shape of the potential distribution is shown in 
the figure bellow. For details see [9]   

ܴ = ݉/ο݉ ൎ 100,000, A total of 15607 ions 
were accumulated in 500 experimental cycles; 
Measurement time: 30s

Settings:

Simultaneous observation of all ion species for optimization of target and ions source parameters

In particular 149Tb is unique, since it is the only D-emitter below lead
with a half-life compatible with clinical applications. Moreover it is
the only medical D-emitter with significant E+ emission, thus enabling
to monitor the biodistribution by PET imaging during therapeutical
application [2].
While 161Tb is reactor-produced, the neutron-deficient 149,152,155Tb
isotopes are available at the ISOLDE facility at CERN [3]. Actually,
high-energy proton-induced spallation of tantalum populates the
dysprosium precursors stronger than the terbium isotopes, therefore
dysprosium is laser-ionized and collected, then decaying to the
terbium isotopes of interest (with half lives: 149Dy Æ 149Tb: 4.2min;
152DyÆ 152Tb: 2.38h; 155DyÆ 155Tb: 9.9h) [4].

However, the resolving power of the ISOLDE general purpose separator does
not allow to separate the wanted Dy/Tb isotopes from isobaric impurities (Gd,
Eu) and oxide sidebands (Pm, Nd, Pr, Ce, La). In particular for 149Tb collections,
the pseudo-isobars 133g/mCeO and 133LaO dominate the activity and gamma
dose rate of the collected samples. It is therefore highly desirable to optimize
the beam composition, i.e. to maximize the relative amount of 149Tb in the
sample. Multi-reflection time-of-flight mass spectrometry (MR-ToF MS) offers
online beam analysis and thus a fast method to identify the components of a
complex mixture of different ions [5]. With the MR-ToF MS of the ISOLTRAP
setup [6,7] the beam composition of the A=149 primary beam was analysed
and monitored to ensure an optimized collection of the 149Tb ions.
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electrostatic		
mirror

mass	separated	
ion	bunches

electrostatic		
mirror

F.	Wienholtz	et	al.,	Nature	498,	346-349	(2013)	
R.	N.	Wolf	et	al.,	Int.	J.	Mass	Spectrom.	349-350,	123-133	(2013)	
F.	Wienholtz	et	al.,	Phys.	Scr.	T166	014068,	(2015)

21403 21405 21407 21409
10

0

10
1

10
2

10
3

10
4

time of flight / us

co
u

n
ts

79Cu

79Ga

79Ge

79Rb
79Sr

65Cu12C1H1H

react on laser on/off

Mass	resolving	power	(FWHM):	

m/∆m=120	000	in	22ms	(85Rb+)	

compared	to	a	few	1000	at	
magneCc	separator

ion	beam	energy:		

2.3	keV

incoming	ion	bunch



MR-ToF	&	BSM	measurements

28ECT*	2019	Atomic	nuclei	as	laboratories	for	BSM	physics

MR-ToF	challenges:	
•accessibility	
• limit	in	ion#	to	be	processed	⇒	space	charge	
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 improved beam cooling
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faster	isobaric	separaCon	in	MR-ToF	while	keeping	high	mass	resolving	power		
➡ higher	ion	flux	through	MR-ToF	device	(‘bypass’	space-charge	limits)		
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➡ synergy	with	

A=149
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WISArD:	Weak-interac0on	studies	with	32Ar	decay

D. Schardt and K. Riisager, ZPA 345, 265 (1993)  
E. G. Adelberger et al., PRL 83 (1999) 1299
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N. Severijns and B. Blank, CERN-INTC-2016-050 / INTC-I-172 (2016)collaboration. Bordeaux, Leuven,  
LPC Caen, NPI-Prague

WISArD:	Weak-interac0on	studies	with	32Ar	decay
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• major advance over previous experiments: ∆Ep measurement (instead of Ep) 
• goal: limit on aβν of the order of 0.1% (factor ∼6 improvement) 

• timeline: proof-of-principle before LS2, data taking after LS2
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weak	interac0on	studies		
in	β	decays

particles are detected parallel to the Earth’s rotation axis. It
shows an oscillation with the period of the sidereal rotational
frequency on top of a constant offset. Line (3) shows an
oscillation with twice the period of the sidereal frequency. It
arises when both the polarization and the β particles are
detected in the east-west direction.
In allowed β decay, Lorentz violation was for the first time

tested in polarized 20Na (Müller et al., 2013), by measuring
the spin asymmetry AJ [Eq. (93)]. 20Na first decays with a βþ

2þ → 2þ Gamow-Teller transition, followed by a γ decay of
the daughter nucleus. The parity-odd β decay was used to
determine the polarization P by measuring the β asymmetry
(Müller et al., 2013). The parity-even γ decay was used to
measure the lifetime τ↑ð↓Þ and to determine the γ asymmetry

Aγ ¼
τ↓ − τ↑

τ↑ þ τ↓
¼ PA~~χi · ~j; ð97Þ

where the polarization direction is in the ~j direction. To
reduce systematic errors, the polarization direction is pref-
erably in the ŷ (east-west) direction. The analysis of the setup
in this direction places bounds of the order of Oð10−3Þ
(Sytema et al., 2015).
Lorentz violation has also been searched for in polarized

neutron decay (Bodek et al., 2014). Two different asymme-
tries, that depend on the nuclear polarization and the β
direction, were measured and are currently being analyzed.
The asymmetries depend on combinations of ~~χi and ~χr and
preliminary bounds are Oð10−2Þ (Bodek et al., 2014). This
setup probably also allows for a measurement of AJβ defined
in Eq. (94). Such a measurement would measure the so-far
unconstrained coefficients χ0li .

2. Forbidden β decay

“Forbidden” (slow) transitions are suppressed with respect
to allowed transitions, because the lepton pair carries away
angular momentum. Theoretically, the simplest of these
transitions are the unique first-forbidden transitions
(ΔJ ¼ 2), since they depend on only one nuclear matrix
element. Because Lorentz violation includes rotational vio-
lation, it also implies the violation of angular-momentum
conservation. Forbidden β decays are then more sensitive to
rotational invariance violation in the weak interaction. In the
1970s, two experiments were performed with this motivation.
Newman and Wiesner (1976) searched for anisotropies in the
angular distribution of β particles in first-forbidden 90Y decay.
Ullman (1978) searched for sidereal modulations of the count
rates for first-forbidden 137Cs β decay and second-forbidden
99Tc β decay. The strongest bounds were found in the
experiment by Newman and Wiesner (1976). In this experi-
ment the β-decay distribution of 90Y from a high-intensity
source was measured in a rotating setup. Schematically, the
setup is depicted in Fig. 13. The rotation of the setup allowed
for the determination of three decay asymmetries
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0.3

Sidereal days

A
F

FIG. 11 (color online). Illustration of the oscillation of the
asymmetry AF in Eq. (91), for X0l

r ¼ 0.1 and ζ ¼ 45°. Three
different detection directions of the β particles are depicted. When
β particles are detected parallel ð∥Þ to the Earth’s rotation axis
there is no sidereal variation (thick line). The top curve shows the
asymmetry when the β particles are detected in the east-west
direction ð⊥Þ and the black line shows when they are detected
perpendicular to the Earth’s surface ð↑↓Þ. Both show a sidereal
variation, the latter with a constant offset.
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FIG. 12 (color online). Illustration of the possible sidereal
variations of tensor Lorentz violation parametrized as χlkr jlp̂k

e,
with Xlk

r ¼ 0.1. Line (1) shows the modulations when ~j is in the ẑ
(up-down) direction and p̂e in the ŷ (east-west) direction. Line (2)
is for ~j in the ẑ direction and the β particles detected parallel to the
Earth’s rotation axis. Line (3) shows the modulations when both ~j
and p̂e are in the east-west direction.

FIG. 13 (color online). Schematic setup of the rotating 90Y
experiment of Newman and Wiesner (1976).
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Figure 7 90% CL limits on the CP-violating scalar and tensor NP
couplings Im(ϵS,T ) from measurements of the triple correlation R
in neutron decay [41] (diagonal maroon band) and 8Li [46] (vertical
green band). Notice that both ϵS and ϵT scales are different than
in Fig. 6.

Using the recent lattice QCD determination of the
form factors g S,T [9] we obtain the bounds shown in
Fig 7.

Likewise, the bound on the relative phase between CV

and C A given in Eq. (23) from the measurement of the
D correlation coefficient in neutron decay [49] can be
casted in the quark-level language as

Im(ϵR) = −(1.1 ± 4.0) × 10−4 (90% CL). (30)

It is worth mentioning that additional T-odd correla-
tions with potential NP sensitivity can be constructed in
the radiative β decay of nuclei and neutron, as shown in
Refs. [60, 61].

Like for the CP-conserving coefficients, the ratio
Rπ = $(π → eν)/$(π → µν) offers strong constraints
on Im(ϵS,T ) since they generate radiatively a non-zero
Im(ϵP ) [11].

Using the high-energy effective Lagrangian of Eq. (8),
it is possible to show that the same SU(2)L × U(1)Y in-
variant effective operators that generate at low-energy
the coefficients ϵR,S,T also generate contributions to
different EDMs [62], which generates much stronger
bounds than those given in Eqs. (28)–(30). In fact, the in-
direct limit on the D coefficient from the current neu-
tron EDM bound is of the order 10−7 [62], whereas for
the R coefficient the current Thallium EDM bound im-
plies an indirect bound at the level of 10−8 [63]. These

bounds from EDMs could be avoided assuming an al-
most complete cancellation with other effective opera-
tors contributing to the EDMs. Although such a scenario
is very unnatural from a purely EFT point of view, in a
specific NP model the different Wilson coefficients are
related to the more fundamental coupling constants and
masses and such a cancellation could occur in a less
unnatural way. In this sense, direct bounds from β de-
cays complement EDM experiments in the search of new
sources of CP-violation. Moreover, this comparison with
EDM relies on the use of the high-energy effective La-
grangian of Eq. (8), that in turn relies on some assump-
tions about the structure of the underlying NP.

We can see that the situation is very different from
the CP-conserving coefficients, where direct limits from
β decays are very competitive and for some interactions
they actually offer the best bound.

5.4 Limits from the LHC

If the new particles are too heavy to be produced on-shell
at the LHC we can connect collider searches with low-
energy experiments in an elegant model-independent
way using the high-energy effective Lagrangian of Eq. (8)
to analyze collider data. The natural channel to study at
the LHC is the search for electrons and missing trans-
verse energy (MET), pp → e + MET + X , since the un-
derlying partonic process is the same as in β decay (ūd →
eν̄) and so we expect it to be sensitive to the same kind
of NP.

Using the matching conditions between Wilson coef-
ficients of the low- and high-energy effective Lagrangians
[9, 10] it is possible to express collider observables in
terms of the coefficients of the low-energy effective the-
ory, ϵi and ϵ̃i . In particular the cross-section σ ( pp → e +
MET + X) with transverse mass higher than mT takes the
following form6:

σ (mT >mT ) = σW
[∣∣1 + ϵ(v)

L

∣∣2 + |ϵ̃L |2 + |ϵR|2]

− 2 σWL Re
(
ϵ(c)

L + ϵ(c)
L ϵ(v)

L
∗)

+ σR
[
|ϵ̃R|2+ |ϵ(c)

L |2]

+ σS
[
|ϵS|2+ |ϵ̃S|2+ |ϵP |2+ |ϵ̃P |2]

+ σT
[
|ϵT |2+ |ϵ̃T |2], (31)

6 Notice that high-energy searches probe separately the vertex
correction ϵ(v)

L , and contact ϵ(c)
L contributions to the coupling ϵL ,

defined in Ref. [10].
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O. Naviliat-Cuncic and M. González-Alonso: Prospects for precision measurements in nuclear β decay in the LHC era

Figure 2 Constraints on real scalar couplings obtained from most
precise observables in nuclear β decay. The straight lines are de-
duced from the Fierz interference term in super-allowed pure Fermi
transitions [24]. The circular bounds are deduced from measure-
ments of the βν angular correlation in 38mK decay [27] (red lines)
and in 32Ar [28] decay (purple lines). The limits are calculated at the
90% CL.

theoretical corrections which have here an important ef-
fect. The opportunities for improving the errors of the
F t-values have recently been discussed in Ref. [3] in con-
nection with the determination of Vud from pure Fermi
transitions for the unitarity test of the CKM matrix.

The other measured observable providing comple-
mentary constraints to those resulting from the F t-
values is the βν angular correlation a. The most precise
result obtained so far was in the pure Fermi decay of
38mK. The experiment used the TRIUMF Neutral Atom
Trap setup [27] which is a Magneto Optical Trap (MOT)
system composed of two traps. The βν correlation was
determined from the shape of the time-of-flight spectra
of recoil ions measured in coincidence relative to the β

particle. Since 38mK is a positron emitter, the detection of
positively charged recoil ions relies on the double or mul-
tiple shake-off of electrons following β decay. The statis-
tical precision of the result is 3 × 10−3 and the systematic
error is comparable, arising from several instrumental
sources [27]. A similar precision has been achieved with
an indirect method, by measuring the energy spectrum
shape of the delayed proton in the decay of 32Ar [28]. The
bounds obtained from these two experiments are shown

by the circles in Fig. 2 and are extracted from

ã = a
1 + b⟨m/Ee⟩

. (17)

It is interesting to stress that, for each decay, the ab-
scissa, xC , and ordinate, yC , of the center of the circles
in Fig. 2 are essentially given by xC ≈ yC ≈ ⟨m/Ee⟩/2, and
that the mean radius of the circular band, RM, is given by
RM ≈ ⟨m/Ee⟩/

√
2. This indicates the importance of the

value of the sensitivity factor ⟨m/Ee⟩ of the Fierz term,
in defining the exclusion plot and hence the interval of
allowed values for the exotic couplings.

The value for a possible real scalar coupling obtained
from the most recent global analysis [2] including data
from experiments in nuclear and neutron decays trans-
lates into

Re
(

CS + C ′
S

CV

)
= 0.0026(42) (90% CL), (18)

for a three parameters fit with left-handed couplings
(CS = C ′

S). The fit also includes data from F t-values and
the measurement of ã in 38mK and 32Ar decays discussed
above. Although the compilation of F t-values used in
Ref. [2] was not the same than for the value quoted in Eq.
(16), the result in Eq. (18) is clearly dominated by the F t-
values.

The most stringent limits on tensor couplings aris-
ing from single observables is obtained from the ratio
between polarizations of β particles emitted from pure
Fermi and pure Gamow-Teller transitions PF /PGT . The
longitudinal polarizations are governed by the correla-
tion coefficients G of each decay, and the ratio pro-
vides constraints on both scalar and tensor contribu-
tions. These experiments were motivated by the search
for deviations from maximal parity violation due to the
presence of e.g. right-handed currents which would cou-
ple through V and A interactions. The polarization ra-
tio PF /PGT has been measured with high precision by
two groups [29–31]. The first experiment compared the
longitudinal polarization of positrons from 26mAl and
30P decays using Bhabha scattering in a magnetized foil
[29]. The second group detected positrons from 10C and
14O [30, 31] and used the polarimetry technique based
on time-resolved spectroscopy of hyperfine positronium
decay. Here again, it is the contribution of the Fierz term
to G that provides the constraints on exotic couplings de-
duced from these experiments. At the 90% CL, the value
deduced for the difference between the scalar and tensor
terms reads [31]

Re
(

CS + C ′
S

CV

)
− Re

(
CT + C ′

T

C A

)
= 0.003(18). (19)
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spectrometer during which the energy of the ion motion perpendicular to the magnetic field
lines was converted into longitudinal kinetic energy. This could then be probed in the
homogeneous low field region by retarding the ions with a well-defined electrostatic potential.
Ions that passed this analysis plane were re-accelerated to about 10 keV and observed with a
micro-channel plate (MCP) detector [114, 115]. By varying the retardation voltage the int-
egral recoil-ion spectrum could be measured.

After several improvements and upgrades to overcome the ion background in the
system [111, 116, 117], the proof of principle was demonstrated [42] and initial

Figure 10. Limits on tensor coupling constants ¢C C,T T relative to the axial-vector
coupling constant, CA, from several bn correlation and β-asymmetry parameter
measurements, i.e. the bn correlation of 6He (grey) [90], the b n a– – correlation in the β
decay of 8Li and subsequent α-particle breakup of the 8Be* daughter (green circle) [30],
the β-asymmetry parameter of 60Co (red band) [28] and the β-asymmetry parameter of
67Cu discussed here (blue band) [104]. Allowed regions are indicated by the double
arrows. The common overlap between the allowed region from all four experiments is
the yellow rectangular region in the centre of the graph which includes the Standard
Model values = ¢C CT T = 0.

Figure 11. Schematic view of the WITCH Penning ion traps in the 6 T magnetic field,
the retardation spectrometer, with the analysing plane in the centre of a 0.1 T magnet
field, and the detector region. Magnetic field lines and the trajectory of a recoil ion are
also shown.
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FIG. 6. Values of Vud as determined from superallowed 0+ →
0+ β decays plotted as a function of analysis date, spanning the past
two and a half decades. In order, from the earliest date to the most
recent, the values are taken from Refs. [4], [210], [211], [5], [6], and
this work.

not currently have sufficient precision to challenge the results
from kaon decays, are not considered here.

For the semileptonic K → πℓνℓ (Kℓ3) decays, there are
four separate decay channels that may be studied: charged
kaons or neutral kaons (long or short) decaying to either
electrons or muons. Results from these experiments have been
evaluated by the FlaviaNet group [212], with updates discussed
at the CKM14 conference by Moulson [213]. Extracted from
the experimental data is the product

f+(0)|Vus | = 0.2165(4), (11)

where f+(0) is the semileptonic-decay form factor at zero-
momentum transfer. Its value is close to unity. In the exact
SU(3) symmetry limit, the CVC hypothesis would require its
value to be exactly one but, in Kℓ3 decays, SU(3) symmetry is
broken at second order and a theoretical calculation is required
to estimate the extent of the symmetry breaking. Today, lattice

QCD calculations are used for this purpose, replacing former
semianalytic methods based on chiral perturbation theory.

For purely leptonic kaon decays, K± → µ±ν (Kℓ2), it
is their ratio to leptonic pion decays, π± → µ±ν, that is
measured because hadronic uncertainties can be minimized
in the ratio. The resulting experimental output is the ratio of
CKM matrix elements |Vus |/|Vud | multiplied by the ratio of
decay constants fK/fπ . The current recommended value from
Moulson [213] is

fK

fπ

|Vus |
|Vud |

= 0.2760(4). (12)

Again a lattice QCD calculation is required to evaluate the
ratio of decay constants.

In the past few years, there has been a rapid expansion
in large-scale numerical simulations in lattice QCD aimed
at determining the low-energy constants of flavor physics.
A Flavor Lattice Averaging Group (FLAG) formed in 2007
has been enlarged and the first report from the expanded
group has just been released [214]. Their recommended values
for the low-energy constants depend on Nf , the number of
dynamical quark flavors included in the lattice simulations.
The earliest results with Nf = 2 included just up and down
quarks; more recently strange quarks were added, so those
calculations are designated by Nf = 2 + 1. Most recently,
calculations with Nf = 2 + 1 + 1 have been reported, in
which charm quarks are incorporated as well. The FLAG
group gives results separately for Nf = 2, Nf = 2 + 1, and
Nf = 2 + 1 + 1, arguing that they have no a priori way to
estimate quantitatively the differences among results produced
in simulations with different numbers of dynamical quarks.

In Table XIII we give recommended values for f+(0) and
fK/fπ that lead to values of |Vus | in rows 1 to 3 and |Vus |/|Vud |
in rows 4 to 6. The entries for Nf = 2 and Nf = 2 + 1 are
the FLAG averages from [214]. Those for Nf = 2 + 1 + 1

TABLE XIII. Lattice QCD values for f+(0) and fK/fπ appear in columns 2 and 3, respectively, distinguished by the number of quark
flavors present in the simulations. The values corresponding to Nf = 2 and Nf = 2 + 1 are averages taken from FLAG [214]. The results
for Nf = 2 + 1 + 1 are from more recent publications [215,216]. The deduced values of |Vus | (for Kℓ3 decays) and those of |Vus |/|Vud | (for
Kℓ2 decays) appear in columns 4 and 5, respectively. The unitarity sums in column 6 incorporate Vud from Eq. (10) and Vub from Eq. (14).
Their residuals, %CKM, are in column 7 and, if unitarity is not met within the quoted uncertainty, the number of standard deviations, σ , of the
discrepancy appears in column 8. Rows 7 to 9 give |Vus | obtained by our fitting three data—|Vud | from β decay, |Vus | from Kℓ3 decays, and
|Vus |/|Vud | from Kℓ2 decays—with two free parameters, |Vud | and |Vus |, for each of the specified values of Nf . The Particle Data Group |Vus |
value [185] is given in the last row.

f+(0) fK/fπ |Vus | |Vus |/|Vud | |Vu|2 %CKM σ

Nf = 2 + 1 + 1 0.9704(32)a 0.2232(9) 0.9988(6) −0.0012(6) 2.1
Nf = 2 + 1 0.9661(32) 0.2241(9) 0.9992(6) −0.0008(6) 1.4
Nf = 2 0.9560(84) 0.2265(20) 1.0003(10) 0.0003(10)
Nf = 2 + 1 + 1 1.1960(25)b 0.2308(6) 0.9996(5) −0.0004(5)
Nf = 2 + 1 1.192(5) 0.2315(10) 0.9999(6) −0.0001(6)
Nf = 2 1.205(18) 0.2290(34) 0.9988(15) −0.0012(15)
Nf = 2 + 1 + 1 0.2243(8) 0.9993(8) −0.0007(8)
Nf = 2 + 1 0.2247(7) 0.9995(6) −0.0005(6)
Nf = 2 0.2256(17) 0.9999(9) −0.0001(9)
PDG 14 0.2253(8) 0.9998(6) −0.0002(6)

aThis recent result from Ref. [215] replaces the FLAG average [214], which is less precise.
bThis recent result from Ref. [216] with symmetrized uncertainty replaces the FLAG average [214], which is less precise.
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weak	interac0on	studies		
in	β	decays

particles are detected parallel to the Earth’s rotation axis. It
shows an oscillation with the period of the sidereal rotational
frequency on top of a constant offset. Line (3) shows an
oscillation with twice the period of the sidereal frequency. It
arises when both the polarization and the β particles are
detected in the east-west direction.
In allowed β decay, Lorentz violation was for the first time

tested in polarized 20Na (Müller et al., 2013), by measuring
the spin asymmetry AJ [Eq. (93)]. 20Na first decays with a βþ

2þ → 2þ Gamow-Teller transition, followed by a γ decay of
the daughter nucleus. The parity-odd β decay was used to
determine the polarization P by measuring the β asymmetry
(Müller et al., 2013). The parity-even γ decay was used to
measure the lifetime τ↑ð↓Þ and to determine the γ asymmetry

Aγ ¼
τ↓ − τ↑

τ↑ þ τ↓
¼ PA~~χi · ~j; ð97Þ

where the polarization direction is in the ~j direction. To
reduce systematic errors, the polarization direction is pref-
erably in the ŷ (east-west) direction. The analysis of the setup
in this direction places bounds of the order of Oð10−3Þ
(Sytema et al., 2015).
Lorentz violation has also been searched for in polarized

neutron decay (Bodek et al., 2014). Two different asymme-
tries, that depend on the nuclear polarization and the β
direction, were measured and are currently being analyzed.
The asymmetries depend on combinations of ~~χi and ~χr and
preliminary bounds are Oð10−2Þ (Bodek et al., 2014). This
setup probably also allows for a measurement of AJβ defined
in Eq. (94). Such a measurement would measure the so-far
unconstrained coefficients χ0li .

2. Forbidden β decay

“Forbidden” (slow) transitions are suppressed with respect
to allowed transitions, because the lepton pair carries away
angular momentum. Theoretically, the simplest of these
transitions are the unique first-forbidden transitions
(ΔJ ¼ 2), since they depend on only one nuclear matrix
element. Because Lorentz violation includes rotational vio-
lation, it also implies the violation of angular-momentum
conservation. Forbidden β decays are then more sensitive to
rotational invariance violation in the weak interaction. In the
1970s, two experiments were performed with this motivation.
Newman and Wiesner (1976) searched for anisotropies in the
angular distribution of β particles in first-forbidden 90Y decay.
Ullman (1978) searched for sidereal modulations of the count
rates for first-forbidden 137Cs β decay and second-forbidden
99Tc β decay. The strongest bounds were found in the
experiment by Newman and Wiesner (1976). In this experi-
ment the β-decay distribution of 90Y from a high-intensity
source was measured in a rotating setup. Schematically, the
setup is depicted in Fig. 13. The rotation of the setup allowed
for the determination of three decay asymmetries
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Sidereal days
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F

FIG. 11 (color online). Illustration of the oscillation of the
asymmetry AF in Eq. (91), for X0l

r ¼ 0.1 and ζ ¼ 45°. Three
different detection directions of the β particles are depicted. When
β particles are detected parallel ð∥Þ to the Earth’s rotation axis
there is no sidereal variation (thick line). The top curve shows the
asymmetry when the β particles are detected in the east-west
direction ð⊥Þ and the black line shows when they are detected
perpendicular to the Earth’s surface ð↑↓Þ. Both show a sidereal
variation, the latter with a constant offset.
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FIG. 12 (color online). Illustration of the possible sidereal
variations of tensor Lorentz violation parametrized as χlkr jlp̂k

e,
with Xlk

r ¼ 0.1. Line (1) shows the modulations when ~j is in the ẑ
(up-down) direction and p̂e in the ŷ (east-west) direction. Line (2)
is for ~j in the ẑ direction and the β particles detected parallel to the
Earth’s rotation axis. Line (3) shows the modulations when both ~j
and p̂e are in the east-west direction.

FIG. 13 (color online). Schematic setup of the rotating 90Y
experiment of Newman and Wiesner (1976).
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Figure 7 90% CL limits on the CP-violating scalar and tensor NP
couplings Im(ϵS,T ) from measurements of the triple correlation R
in neutron decay [41] (diagonal maroon band) and 8Li [46] (vertical
green band). Notice that both ϵS and ϵT scales are different than
in Fig. 6.

Using the recent lattice QCD determination of the
form factors g S,T [9] we obtain the bounds shown in
Fig 7.

Likewise, the bound on the relative phase between CV

and C A given in Eq. (23) from the measurement of the
D correlation coefficient in neutron decay [49] can be
casted in the quark-level language as

Im(ϵR) = −(1.1 ± 4.0) × 10−4 (90% CL). (30)

It is worth mentioning that additional T-odd correla-
tions with potential NP sensitivity can be constructed in
the radiative β decay of nuclei and neutron, as shown in
Refs. [60, 61].

Like for the CP-conserving coefficients, the ratio
Rπ = $(π → eν)/$(π → µν) offers strong constraints
on Im(ϵS,T ) since they generate radiatively a non-zero
Im(ϵP ) [11].

Using the high-energy effective Lagrangian of Eq. (8),
it is possible to show that the same SU(2)L × U(1)Y in-
variant effective operators that generate at low-energy
the coefficients ϵR,S,T also generate contributions to
different EDMs [62], which generates much stronger
bounds than those given in Eqs. (28)–(30). In fact, the in-
direct limit on the D coefficient from the current neu-
tron EDM bound is of the order 10−7 [62], whereas for
the R coefficient the current Thallium EDM bound im-
plies an indirect bound at the level of 10−8 [63]. These

bounds from EDMs could be avoided assuming an al-
most complete cancellation with other effective opera-
tors contributing to the EDMs. Although such a scenario
is very unnatural from a purely EFT point of view, in a
specific NP model the different Wilson coefficients are
related to the more fundamental coupling constants and
masses and such a cancellation could occur in a less
unnatural way. In this sense, direct bounds from β de-
cays complement EDM experiments in the search of new
sources of CP-violation. Moreover, this comparison with
EDM relies on the use of the high-energy effective La-
grangian of Eq. (8), that in turn relies on some assump-
tions about the structure of the underlying NP.

We can see that the situation is very different from
the CP-conserving coefficients, where direct limits from
β decays are very competitive and for some interactions
they actually offer the best bound.

5.4 Limits from the LHC

If the new particles are too heavy to be produced on-shell
at the LHC we can connect collider searches with low-
energy experiments in an elegant model-independent
way using the high-energy effective Lagrangian of Eq. (8)
to analyze collider data. The natural channel to study at
the LHC is the search for electrons and missing trans-
verse energy (MET), pp → e + MET + X , since the un-
derlying partonic process is the same as in β decay (ūd →
eν̄) and so we expect it to be sensitive to the same kind
of NP.

Using the matching conditions between Wilson coef-
ficients of the low- and high-energy effective Lagrangians
[9, 10] it is possible to express collider observables in
terms of the coefficients of the low-energy effective the-
ory, ϵi and ϵ̃i . In particular the cross-section σ ( pp → e +
MET + X) with transverse mass higher than mT takes the
following form6:

σ (mT >mT ) = σW
[∣∣1 + ϵ(v)

L

∣∣2 + |ϵ̃L |2 + |ϵR|2]

− 2 σWL Re
(
ϵ(c)

L + ϵ(c)
L ϵ(v)

L
∗)

+ σR
[
|ϵ̃R|2+ |ϵ(c)

L |2]

+ σS
[
|ϵS|2+ |ϵ̃S|2+ |ϵP |2+ |ϵ̃P |2]

+ σT
[
|ϵT |2+ |ϵ̃T |2], (31)

6 Notice that high-energy searches probe separately the vertex
correction ϵ(v)

L , and contact ϵ(c)
L contributions to the coupling ϵL ,

defined in Ref. [10].
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Figure 2 Constraints on real scalar couplings obtained from most
precise observables in nuclear β decay. The straight lines are de-
duced from the Fierz interference term in super-allowed pure Fermi
transitions [24]. The circular bounds are deduced from measure-
ments of the βν angular correlation in 38mK decay [27] (red lines)
and in 32Ar [28] decay (purple lines). The limits are calculated at the
90% CL.

theoretical corrections which have here an important ef-
fect. The opportunities for improving the errors of the
F t-values have recently been discussed in Ref. [3] in con-
nection with the determination of Vud from pure Fermi
transitions for the unitarity test of the CKM matrix.

The other measured observable providing comple-
mentary constraints to those resulting from the F t-
values is the βν angular correlation a. The most precise
result obtained so far was in the pure Fermi decay of
38mK. The experiment used the TRIUMF Neutral Atom
Trap setup [27] which is a Magneto Optical Trap (MOT)
system composed of two traps. The βν correlation was
determined from the shape of the time-of-flight spectra
of recoil ions measured in coincidence relative to the β

particle. Since 38mK is a positron emitter, the detection of
positively charged recoil ions relies on the double or mul-
tiple shake-off of electrons following β decay. The statis-
tical precision of the result is 3 × 10−3 and the systematic
error is comparable, arising from several instrumental
sources [27]. A similar precision has been achieved with
an indirect method, by measuring the energy spectrum
shape of the delayed proton in the decay of 32Ar [28]. The
bounds obtained from these two experiments are shown

by the circles in Fig. 2 and are extracted from

ã = a
1 + b⟨m/Ee⟩

. (17)

It is interesting to stress that, for each decay, the ab-
scissa, xC , and ordinate, yC , of the center of the circles
in Fig. 2 are essentially given by xC ≈ yC ≈ ⟨m/Ee⟩/2, and
that the mean radius of the circular band, RM, is given by
RM ≈ ⟨m/Ee⟩/

√
2. This indicates the importance of the

value of the sensitivity factor ⟨m/Ee⟩ of the Fierz term,
in defining the exclusion plot and hence the interval of
allowed values for the exotic couplings.

The value for a possible real scalar coupling obtained
from the most recent global analysis [2] including data
from experiments in nuclear and neutron decays trans-
lates into

Re
(

CS + C ′
S

CV

)
= 0.0026(42) (90% CL), (18)

for a three parameters fit with left-handed couplings
(CS = C ′

S). The fit also includes data from F t-values and
the measurement of ã in 38mK and 32Ar decays discussed
above. Although the compilation of F t-values used in
Ref. [2] was not the same than for the value quoted in Eq.
(16), the result in Eq. (18) is clearly dominated by the F t-
values.

The most stringent limits on tensor couplings aris-
ing from single observables is obtained from the ratio
between polarizations of β particles emitted from pure
Fermi and pure Gamow-Teller transitions PF /PGT . The
longitudinal polarizations are governed by the correla-
tion coefficients G of each decay, and the ratio pro-
vides constraints on both scalar and tensor contribu-
tions. These experiments were motivated by the search
for deviations from maximal parity violation due to the
presence of e.g. right-handed currents which would cou-
ple through V and A interactions. The polarization ra-
tio PF /PGT has been measured with high precision by
two groups [29–31]. The first experiment compared the
longitudinal polarization of positrons from 26mAl and
30P decays using Bhabha scattering in a magnetized foil
[29]. The second group detected positrons from 10C and
14O [30, 31] and used the polarimetry technique based
on time-resolved spectroscopy of hyperfine positronium
decay. Here again, it is the contribution of the Fierz term
to G that provides the constraints on exotic couplings de-
duced from these experiments. At the 90% CL, the value
deduced for the difference between the scalar and tensor
terms reads [31]

Re
(

CS + C ′
S

CV

)
− Re

(
CT + C ′

T

C A

)
= 0.003(18). (19)
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spectrometer during which the energy of the ion motion perpendicular to the magnetic field
lines was converted into longitudinal kinetic energy. This could then be probed in the
homogeneous low field region by retarding the ions with a well-defined electrostatic potential.
Ions that passed this analysis plane were re-accelerated to about 10 keV and observed with a
micro-channel plate (MCP) detector [114, 115]. By varying the retardation voltage the int-
egral recoil-ion spectrum could be measured.

After several improvements and upgrades to overcome the ion background in the
system [111, 116, 117], the proof of principle was demonstrated [42] and initial

Figure 10. Limits on tensor coupling constants ¢C C,T T relative to the axial-vector
coupling constant, CA, from several bn correlation and β-asymmetry parameter
measurements, i.e. the bn correlation of 6He (grey) [90], the b n a– – correlation in the β
decay of 8Li and subsequent α-particle breakup of the 8Be* daughter (green circle) [30],
the β-asymmetry parameter of 60Co (red band) [28] and the β-asymmetry parameter of
67Cu discussed here (blue band) [104]. Allowed regions are indicated by the double
arrows. The common overlap between the allowed region from all four experiments is
the yellow rectangular region in the centre of the graph which includes the Standard
Model values = ¢C CT T = 0.

Figure 11. Schematic view of the WITCH Penning ion traps in the 6 T magnetic field,
the retardation spectrometer, with the analysing plane in the centre of a 0.1 T magnet
field, and the detector region. Magnetic field lines and the trajectory of a recoil ion are
also shown.
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FIG. 6. Values of Vud as determined from superallowed 0+ →
0+ β decays plotted as a function of analysis date, spanning the past
two and a half decades. In order, from the earliest date to the most
recent, the values are taken from Refs. [4], [210], [211], [5], [6], and
this work.

not currently have sufficient precision to challenge the results
from kaon decays, are not considered here.

For the semileptonic K → πℓνℓ (Kℓ3) decays, there are
four separate decay channels that may be studied: charged
kaons or neutral kaons (long or short) decaying to either
electrons or muons. Results from these experiments have been
evaluated by the FlaviaNet group [212], with updates discussed
at the CKM14 conference by Moulson [213]. Extracted from
the experimental data is the product

f+(0)|Vus | = 0.2165(4), (11)

where f+(0) is the semileptonic-decay form factor at zero-
momentum transfer. Its value is close to unity. In the exact
SU(3) symmetry limit, the CVC hypothesis would require its
value to be exactly one but, in Kℓ3 decays, SU(3) symmetry is
broken at second order and a theoretical calculation is required
to estimate the extent of the symmetry breaking. Today, lattice

QCD calculations are used for this purpose, replacing former
semianalytic methods based on chiral perturbation theory.

For purely leptonic kaon decays, K± → µ±ν (Kℓ2), it
is their ratio to leptonic pion decays, π± → µ±ν, that is
measured because hadronic uncertainties can be minimized
in the ratio. The resulting experimental output is the ratio of
CKM matrix elements |Vus |/|Vud | multiplied by the ratio of
decay constants fK/fπ . The current recommended value from
Moulson [213] is

fK

fπ

|Vus |
|Vud |

= 0.2760(4). (12)

Again a lattice QCD calculation is required to evaluate the
ratio of decay constants.

In the past few years, there has been a rapid expansion
in large-scale numerical simulations in lattice QCD aimed
at determining the low-energy constants of flavor physics.
A Flavor Lattice Averaging Group (FLAG) formed in 2007
has been enlarged and the first report from the expanded
group has just been released [214]. Their recommended values
for the low-energy constants depend on Nf , the number of
dynamical quark flavors included in the lattice simulations.
The earliest results with Nf = 2 included just up and down
quarks; more recently strange quarks were added, so those
calculations are designated by Nf = 2 + 1. Most recently,
calculations with Nf = 2 + 1 + 1 have been reported, in
which charm quarks are incorporated as well. The FLAG
group gives results separately for Nf = 2, Nf = 2 + 1, and
Nf = 2 + 1 + 1, arguing that they have no a priori way to
estimate quantitatively the differences among results produced
in simulations with different numbers of dynamical quarks.

In Table XIII we give recommended values for f+(0) and
fK/fπ that lead to values of |Vus | in rows 1 to 3 and |Vus |/|Vud |
in rows 4 to 6. The entries for Nf = 2 and Nf = 2 + 1 are
the FLAG averages from [214]. Those for Nf = 2 + 1 + 1

TABLE XIII. Lattice QCD values for f+(0) and fK/fπ appear in columns 2 and 3, respectively, distinguished by the number of quark
flavors present in the simulations. The values corresponding to Nf = 2 and Nf = 2 + 1 are averages taken from FLAG [214]. The results
for Nf = 2 + 1 + 1 are from more recent publications [215,216]. The deduced values of |Vus | (for Kℓ3 decays) and those of |Vus |/|Vud | (for
Kℓ2 decays) appear in columns 4 and 5, respectively. The unitarity sums in column 6 incorporate Vud from Eq. (10) and Vub from Eq. (14).
Their residuals, %CKM, are in column 7 and, if unitarity is not met within the quoted uncertainty, the number of standard deviations, σ , of the
discrepancy appears in column 8. Rows 7 to 9 give |Vus | obtained by our fitting three data—|Vud | from β decay, |Vus | from Kℓ3 decays, and
|Vus |/|Vud | from Kℓ2 decays—with two free parameters, |Vud | and |Vus |, for each of the specified values of Nf . The Particle Data Group |Vus |
value [185] is given in the last row.

f+(0) fK/fπ |Vus | |Vus |/|Vud | |Vu|2 %CKM σ

Nf = 2 + 1 + 1 0.9704(32)a 0.2232(9) 0.9988(6) −0.0012(6) 2.1
Nf = 2 + 1 0.9661(32) 0.2241(9) 0.9992(6) −0.0008(6) 1.4
Nf = 2 0.9560(84) 0.2265(20) 1.0003(10) 0.0003(10)
Nf = 2 + 1 + 1 1.1960(25)b 0.2308(6) 0.9996(5) −0.0004(5)
Nf = 2 + 1 1.192(5) 0.2315(10) 0.9999(6) −0.0001(6)
Nf = 2 1.205(18) 0.2290(34) 0.9988(15) −0.0012(15)
Nf = 2 + 1 + 1 0.2243(8) 0.9993(8) −0.0007(8)
Nf = 2 + 1 0.2247(7) 0.9995(6) −0.0005(6)
Nf = 2 0.2256(17) 0.9999(9) −0.0001(9)
PDG 14 0.2253(8) 0.9998(6) −0.0002(6)

aThis recent result from Ref. [215] replaces the FLAG average [214], which is less precise.
bThis recent result from Ref. [216] with symmetrized uncertainty replaces the FLAG average [214], which is less precise.
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Figure 2 Constraints on real scalar couplings obtained from most
precise observables in nuclear β decay. The straight lines are de-
duced from the Fierz interference term in super-allowed pure Fermi
transitions [24]. The circular bounds are deduced from measure-
ments of the βν angular correlation in 38mK decay [27] (red lines)
and in 32Ar [28] decay (purple lines). The limits are calculated at the
90% CL.

theoretical corrections which have here an important ef-
fect. The opportunities for improving the errors of the
F t-values have recently been discussed in Ref. [3] in con-
nection with the determination of Vud from pure Fermi
transitions for the unitarity test of the CKM matrix.

The other measured observable providing comple-
mentary constraints to those resulting from the F t-
values is the βν angular correlation a. The most precise
result obtained so far was in the pure Fermi decay of
38mK. The experiment used the TRIUMF Neutral Atom
Trap setup [27] which is a Magneto Optical Trap (MOT)
system composed of two traps. The βν correlation was
determined from the shape of the time-of-flight spectra
of recoil ions measured in coincidence relative to the β

particle. Since 38mK is a positron emitter, the detection of
positively charged recoil ions relies on the double or mul-
tiple shake-off of electrons following β decay. The statis-
tical precision of the result is 3 × 10−3 and the systematic
error is comparable, arising from several instrumental
sources [27]. A similar precision has been achieved with
an indirect method, by measuring the energy spectrum
shape of the delayed proton in the decay of 32Ar [28]. The
bounds obtained from these two experiments are shown

by the circles in Fig. 2 and are extracted from

ã = a
1 + b⟨m/Ee⟩

. (17)

It is interesting to stress that, for each decay, the ab-
scissa, xC , and ordinate, yC , of the center of the circles
in Fig. 2 are essentially given by xC ≈ yC ≈ ⟨m/Ee⟩/2, and
that the mean radius of the circular band, RM, is given by
RM ≈ ⟨m/Ee⟩/

√
2. This indicates the importance of the

value of the sensitivity factor ⟨m/Ee⟩ of the Fierz term,
in defining the exclusion plot and hence the interval of
allowed values for the exotic couplings.

The value for a possible real scalar coupling obtained
from the most recent global analysis [2] including data
from experiments in nuclear and neutron decays trans-
lates into

Re
(

CS + C ′
S

CV

)
= 0.0026(42) (90% CL), (18)

for a three parameters fit with left-handed couplings
(CS = C ′

S). The fit also includes data from F t-values and
the measurement of ã in 38mK and 32Ar decays discussed
above. Although the compilation of F t-values used in
Ref. [2] was not the same than for the value quoted in Eq.
(16), the result in Eq. (18) is clearly dominated by the F t-
values.

The most stringent limits on tensor couplings aris-
ing from single observables is obtained from the ratio
between polarizations of β particles emitted from pure
Fermi and pure Gamow-Teller transitions PF /PGT . The
longitudinal polarizations are governed by the correla-
tion coefficients G of each decay, and the ratio pro-
vides constraints on both scalar and tensor contribu-
tions. These experiments were motivated by the search
for deviations from maximal parity violation due to the
presence of e.g. right-handed currents which would cou-
ple through V and A interactions. The polarization ra-
tio PF /PGT has been measured with high precision by
two groups [29–31]. The first experiment compared the
longitudinal polarization of positrons from 26mAl and
30P decays using Bhabha scattering in a magnetized foil
[29]. The second group detected positrons from 10C and
14O [30, 31] and used the polarimetry technique based
on time-resolved spectroscopy of hyperfine positronium
decay. Here again, it is the contribution of the Fierz term
to G that provides the constraints on exotic couplings de-
duced from these experiments. At the 90% CL, the value
deduced for the difference between the scalar and tensor
terms reads [31]

Re
(

CS + C ′
S

CV

)
− Re

(
CT + C ′

T

C A

)
= 0.003(18). (19)
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spectrometer during which the energy of the ion motion perpendicular to the magnetic field
lines was converted into longitudinal kinetic energy. This could then be probed in the
homogeneous low field region by retarding the ions with a well-defined electrostatic potential.
Ions that passed this analysis plane were re-accelerated to about 10 keV and observed with a
micro-channel plate (MCP) detector [114, 115]. By varying the retardation voltage the int-
egral recoil-ion spectrum could be measured.

After several improvements and upgrades to overcome the ion background in the
system [111, 116, 117], the proof of principle was demonstrated [42] and initial

Figure 10. Limits on tensor coupling constants ¢C C,T T relative to the axial-vector
coupling constant, CA, from several bn correlation and β-asymmetry parameter
measurements, i.e. the bn correlation of 6He (grey) [90], the b n a– – correlation in the β
decay of 8Li and subsequent α-particle breakup of the 8Be* daughter (green circle) [30],
the β-asymmetry parameter of 60Co (red band) [28] and the β-asymmetry parameter of
67Cu discussed here (blue band) [104]. Allowed regions are indicated by the double
arrows. The common overlap between the allowed region from all four experiments is
the yellow rectangular region in the centre of the graph which includes the Standard
Model values = ¢C CT T = 0.

Figure 11. Schematic view of the WITCH Penning ion traps in the 6 T magnetic field,
the retardation spectrometer, with the analysing plane in the centre of a 0.1 T magnet
field, and the detector region. Magnetic field lines and the trajectory of a recoil ion are
also shown.
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Charge radii

The present work reports results from systematic multiconfiguration Dirac–
Hartree–Fock calculations of electronic isotope shift factors for a set of 
transitions between low-lying levels of neutral aluminium. Two computational 
approaches are adopted for the estimation of the mass- and field-shift factors. 
Within these approaches, different models for electron correlation are 
explored in a systematic way to determine a reliable computational strategy 
and to estimate theoretical error bars of the isotope shift factors.

F = [74.0 – 77.5] MHz/fm2
M = [-239 – -224] GHz u


