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Artificial Intelligence 

Statistical techniques Training from Big data



1- Automated customer support
2- Healthcare

3- Finance

4- Smart cars and drones

5- Social media

6- Smart home devices

7- Creative arts

8- Security and surveillance

9- Education

10 Agriculture

Application of Artificial Intelligence 

10-Agriculture

……



Application of Artificial 
Intelligence in physics 



Two main class of problems we deal with 

• Classification
- Identify if an object belongs to one of 

N subgroups 

- Divide objects into distinct classes and 

find the discriminating feature(s) 

Identify outliers / class of interest in a 

• Regression
- Estimate the relation between

observables and quantities of interest

- Both parametric (eg. fitting a line to 

data) and nonparametric (eg. splining / 

kriging)- Identify outliers / class of interest in a 

dataset 

kriging)

- Interpolation and extrapolation

- Prediction and forecasting.



Example of handwritten digit recognition 

MNIST database

input

32*32pixels



Example of handwritten digit recognition 

weights and biases

Activation function

To find the particular values of weights 

and biases for which the loss is minimum.



Can we use deep learning to study symmetry energy?

From crossover

From 1st order

L. G. Pang, et al. Nat. Comm. 9: 210 (2018)

Soft sym.

?

Stiff sym.

From stiff sym.

From soft sym.

cnn



Three 

terms: 

[Training, 

• Training - giving data to your method and 

letting it find a mapping between input 

and output variables.

• Validation - checking to see if this mapping 

still works when applied to data not in the 

training set. 

• Testing - after the training is done, this last 

Testing, 

Validation] 

database

piece of data is used to check if the 

mapping we’ve got works - determines the 

predictive power.



Overfitting
Training data



Overfitting
Training data

Validation data

Mean squared error



Overfitting
Training data

Validation data
Testing data

Mean squared error



Data Zoo
Au+Au, b=5 fm

Elab=0.4 GeV/nucleon

800, 000 events for each 

Slope L 

(MeV)

Training Validation Testing

EOS0 5.8 60% 15% 25%

EOS1 44.3 60% 15% 25%

EOS2 81.2 60% 15% 25%

EOS3 106.4 60% 15% 25%

EOS4 159 60% 15% 25%



Au+Au, b=5 fm

Elab=0.4 GeV/nucleon

800, 000 events for each 

Elliptic flow



EOS0 EOS1 EOS2

yz: -2.0 to 2.0 with 40 bins

: 0 to 1 GeV/c with 20 bins

Data Zoo: y .vs. pt of 
proton from 1 events

EOS3

EOS4

pt: 0 to 1 GeV/c with 20 bins

20*40=800 pixels



Data Zoo: from 1 events

Epoch: The number times that the learning algorithm will work through 

the entire training dataset.

Epoch

One epoch means that each sample in the training dataset has had an opportunity to 
update the internal model parameters.
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0    0    0    0    0    0    0    0    1    0    0    0    2    1    1    0    0    1    0    0    1    1    0    0    0    0  0    0    1    1    2    0    0    0    0    1    0    0    0    0

0    0    0    0    1    0    1    0    1    1    0    0    3    0    1    0    1    0    1    2    0    0    2    0    0   1    1    0    2    3    3    0    0    1    1    1    0    0    0    0

0    0    0    0    0    0    2    1    1    2    2    2    3    1    0    4    0    1    2    2    1    0    1    0    0   0    0    1    0    4    1    3    4    2    0    0    1    0    0    0

0    0    0    0    0    2    0    1    2    1    2    1    5    1    0    0    0    0    3    0    0    1    1    0    2   1    0    1    0    1    1    2    1    0    0    1    0    0    0    0

0    0    0    0    0    1    0    2    0    1    1    3    2    1    1    1    2    1    0    4    2    0    0    0    1   0    4    1    1    1    1    0    0    0    1    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    0    1    0    2    2    1    1    0    0    0    1    0    0    1    2   1    0    0    0    2    1    0    0    1    0    0    1    0    0    0

0    0    0    0    0    0    0    0    0    0    0    0    2    0    1    1    0    1    2    3    0    2    1    1    0   0    1    0    0    1    1    1    2    0    1    1    0    0    0    0

0    0    0    0    1    0    1    0    0    1    0    1    0    0    0    0    1    1    1    0    0    0    1    2    0   0    0    1    1    1    1    0    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    1    0    1    0    2    1    2    1    0    0    0    1    0    0    0   0    0    0    0    0    0    0    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    0    0    0    0    1    0    2    0    0    1    1    0    0    1    0   1    0    1    0    0    0    0    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    0    2    0    0    1    2    0    0    0    1    0    0    1    1    0   0    0    0    0    0    0    1    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    1    0    0    0    0    0    1    0    0    0    0    0    0    0    0    1    0    0   0    1    0    0    0    0    0    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    0    0    0    0    1    0    1    0    2    1    2    0    0    0    0   0    0    0    0    0    0    0    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0   0    0    0    0    0    0    0    0    0    0    0    0    0    0    0

Data Zoo: from 1 events

0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0   0    0    0    0    0    0    0    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0   0    0    0    0    0    0    0    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0   0    0    0    0    0    0    0    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0   0    0    0    0    0    0    0    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0   0    0    0    0    0    0    0    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0   0    0    0    0    0    0    0    0    0    0    0    0    0    0    0

0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0    0   0    0    0    0    0    0    0    0    0    0    0    0    0    0    0

Fluctuation is very large, thus it is very different to determine weights and biases.

Combine 100 UrQMD events to get 1 sample



Data Zoo: 
1 sample 
combine 
with 100 
events



Comparison of EOS0 and EOS4

EOS4 EOS0 EOS4EOS0



Data Zoo : 
y .vs. pt for 
proton 

Slope L 

(MeV)

Training Validation Testing

EOS0 5.8 4800 1200 2000

EOS1 44.3 4800 1200 2000

Totally 40,000 samples

EOS2 81.2 4800 1200 2000

EOS3 106.4 4800 1200 2000

EOS4 159 4800 1200 2000



Convolution neural network (CNN) 
architecture

Two hidden layers



One million parameters



Results: y .vs. pt for protons 

Classification
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Results: y .vs. pt for neutrons

Classification
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Results: y .vs. pt for protons
Regression

Mean squared error: 22 MeV



Results: y .vs. pt for neutrons
Regression

Mean squared error: 15 MeV



Summary

• Deep learning can be used to study nuclear 

symmetry energy.

• 100 events = 1 samples, with proton y-pt data, 

accuracy is about 55%, but with neutron data, accuracy is about 55%, but with neutron data, 

accuracy can reach to 70%.

• For regression task, mean squared error are 

about 22 and 15 MeV for proton and neutron 

data, respectively.



Outlook

• Collecting different data, e.g., y-pt-v1/v2,pt-θ/ϕ

• Collecting more data from different models

• Using data from experiments

• The use of AI in heavy-ion physics has yet to 

reach its full potential.


