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Nuclear Astrophysics in the Era of Windows on the Universe
Multi-Messenger Astrophsyics (WoU-MMA) 
   

SN1987A: First MMA, Type II Supernova
       Observed Neutrinos & 4 HR Later Light Curve (EM)/ MMA object
       Progenitor: Sanduleak −69 202 (Sk -69 202) Blue Supergiant ~20M⊙

            SN1987A (JWST 2024):    Neutron Star, Not Black Hole
Type II SN: Neutron Star or Black Hole, Determined by C/O

Helium Burning: 3a ® 12C  (~11%)     “Hoyle State”
  12C(a,g)16O   @300 keV ???
 12C(a,g) → C/O = ?

 

  W.A. Fowler: Nobel Prize Speech (1984)
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JWST, February 2024 
SN1987A (~20M⊙)  
argon + sulfur 
Neutron Star

W.A. Fowler: Rev. Mod. Phys. 56, 149 (1984) 
                 “The 12C(a,g) reaction is of paramount importance”

12C(a,g) hence the C/O ratio, quite possibly 
the single Most important nuclear input to
Stellar Evolution Theory



Type II (Core Collapse) Supernova

C/O = ?

C/O  > 1 Neutron Star
C/O  < 1 Black Hole



12C(a,g) Reaction:
Two partial waves:
 p-wave      SE1(300)
 d-wave      SE2(300)

f12 E1-E2 Mixing Phase Angle

(~11%)



j12 =  d2 – d1 +  arctan (h/2) 
F.C. Barker and T. Kajino, Aust. J. Phys. 44, 369 (1991),  R-Matrix Theory.

M. Gai, Phys. Rev. C 88, 062801(R) (2013).

C. R. Brune, Phys. Rev. C 64, 055803 (2001).

L.D. Knutson, Phys. Rev.  C 59, 2152 (1999).

K.M. Watson, Phys. Rev. 95, 228 (1954).
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E1-E2 Mixing Phase Angle (f12)Courtesy of Wolfgang Hammer (2006)
 12C(α,γ)



E1 AND E2 S-FACTORS OF 12C(α, γ 0)16O FROM γ -RAY ANGULAR . . . PHYSICAL REVIEW C 73, 055801 (2006)

TABLE I. Final results of the present 12C(α, γ )16O experiment for the E1 and E2 capture γ -ray cross sections and their relative phase φ12.
Eα,lab is the uncorrected α-particle energy; Ec.m. eff. is the effective c.m. energy calculated as explained in the text for the two considered cases:
(I) using constant S factors for E1 and E2 contributions to calculate the tabulated value and constant cross sections to calculate a limiting value
contribution to the uncertainty; (II) a limiting value of Ec.m. eff. calculated using a pure Breit-Wigner E2 resonance for the E2 contribution and
a constant S factor for the E1. For the two-parameter fit, the phase φ12 was fixed according to Eq. (4.7) with the phases taken from elastic
scattering [31,32]. The corresponding χ2 values are reduced values for seven degrees of freedom (nine angles and two free parameters for the
fit). For the three-parameter fit, the phase was determined according to Eq. (4.1) solely from the data of this experiment. The χ2 is the reduced
value for six degrees of freedom (nine angles and three free parameters for the fit).

Eα,lab Ec.m. eff. (MeV) 2-parameter fit, phase fixed 3-parameter fit, phase free
(MeV) (I) (II) σE1 σE2 φ12 χ 2 σE1 σE2 φ12 χ 2

(nb) (nb) (deg) (nb) (nb) (deg)

1.850 (2) 1.310(40) 0.19(5) 0.039(34) 54.4(20) 2.4 0.12(4) 0.14(4) 81(6) 1.1
1.900 (2) 1.340(40) 0.16(6) 0.15(6) 54.0(20) 2.0 0.16(4) 0.17(4) 68(5) 1.3
2.300 (2) 1.666(14) 1.39(22) 0.36(9) 49.9(20) 6.4 1.13(19) 0.73(14) 69(3) 3.2
2.700 (2) 1.965(9) 5.4(8) 0.80(14) 40.4(20) 2.8 5.0(7) 1.24(24) 53(3) 1.5
2.800 (2) 2.040(8) 7.8(11) 1.09(21) 35.9(20) 1.4 7.3(11) 1.6(4) 47(5) 1.1
2.900 (2) 2.116(7) 13.4(19) 0.90(18) 29.9(20) 2.3 12.3(18) 2.1(5) 54(4) 1.3
3.000 (2) 2.192(7) 22.7(33) 0.90(17) 20.5(20) 3.1 20.5(30) 3.1(8) 59(4) 1.4
3.050 (2) 2.230(7) 26.7(38) 1.07(20) 13.8(20) 3.7 24.5(36) 3.3(9) 55(5) 2.9
3.100 (2) 2.267(6) 38 (6) 1.59(29) 6.0(20) 1.4 37 (5) 3.1(11) 43(10) 1.3
3.200 (2) 2.343(6) 42 (6) 1.00(21) 13.0(20) 5.2 41 (6) 1.5(12) 38(28) 6.2
3.300 (2) 2.455(3) 35.5(25) 1.88(29) 43.3(20) 2.9 36.6(26) 1.01(15) 0(36) 2.8
3.450 (2) 2.578(2) 20.7(24) 2.2(7) 69.1(20) 2.8 19.8(24) 3.1(10) 75(4) 3.0
3.500 (2) 2.607(3) 19.0(17) 2.2(5) 73.4(20) 5.4 18.2(17) 3.0(6) 79(2) 5.6
3.550 (2) 2.645(3) 2.651(3) 13.0(15) 9.6(12) 78.0(20) 1.6 13.0(15) 9.6(12) 78(2) 1.9
3.560 (2) 2.652(3) 2.659(3) 12.1(13) 11.6(13) 78.7(20) 1.2 12.1(13) 11.6(13) 80(2) 1.4
3.565 (2) 2.656(3) 2.665(3) 12.4(19) 16.2(20) 79.1(20) 2.6 12.4(19) 16.2(20) 80(3) 3.1
3.570 (2) 2.660(3) 2.671(3) 11.1(16) 44 (4) 79.5(20) 1.2 11.2(16) 44 (4) 80(2) 1.4
3.575 (2) 2.663(3) 2.676(3) 10 (4) 192 (18) 79.8(20) 1.4 10 (5) 192 (18) 80(6) 1.7
3.580 (2) 2.667(3) 12 (4) 283 (26) 80.2(20) 2.1 12 (5) 283 (26) 80(5) 2.4
3.600 (2) 2.682(3) 9.8(31) 455 (40) 81.6(20) 7.4 7.8(35) 457 (40) 74(7) 8.3
3.630 (2) 2.705(3) 9.0(19) 76 (7) 83.4(20) 3.2 10.0(20) 75 (7) 90(3) 3.1
3.650 (2) 2.720(3) 6.2(13) 26.7(28) 84.4(20) 4.8 6.4(13) 27.0(28) 90(4) 5.1
3.670 (2) 2.735(3) 6.6(13) 10.8(15) 85.4(20) 1.9 6.6(13) 10.8(15) 86(4) 2.2
3.700 (2) 2.757(3) 5.9(8) 4.1(7) 86.6(20) 1.8 5.8(8) 4.4(7) 93(3) 1.3
3.730 (2) 2.780(3) 6.3(9) 3.3(7) 87.6(20) 1.8 6.2(9) 3.4(7) 90(3) 1.9

φ12 and the other using two parameters, where the phase
was fixed by the use of the phase shifts obtained by elastic
α-scattering measurement [31,32]. The work of Tischauser
et al. [25] could not be used directly because the phase shifts
δ1 and δ2 are not listed in that paper. However, the parameters
obtained in their R-matrix analysis could be compared, and
the agreement with the former results of Plaga et al. [31] is
quite good. Hence, the phase shifts of Plaga were used, as
well as those of D’Agostino Bruno et al. [32] for the higher
energies.

Fixing the phase, one can obtain good fits to the angular
distribution data for energies above Eα,lab = 2.700 MeV.
Figure 10 shows six typical angular distributions with the fits
obtained for both cases: fixed (solid line) and free (dashed
line) phase. The characteristics of E1 and E2 capture and
their interferences can be seen clearly. At most energies, the
differences between the two fitting cases are rather small.
Simulations of the angular distributions have shown that the

criteria for fitting the phase are less sharp than for the E1
and E2 amplitudes. As mentioned above, it is difficult to tell
whether the differences between the fitted- and the fixed-phase
results are due to the fitted phases corresponding to effective
phases insofar as they include various uncorrected physical
effects, e.g., the variation in phase throughout the whole
target thickness and neglect of the effect of any resonance
interferences, for example, or are due to the unwanted
coupling between the E1 and E2 components in the fitting
process.

The E1 and E2 phase differences φ12 from the three-
parameter fits are presented in Fig. 11 for comparison with
results obtained by Redder et al. [17] and Ouellet et al. [20],
and with the fixed phase obtained from the elastic scattering
phase shifts [31,32]. While the fixed phase values show a
cusplike behavior at about Ec.m. = 2.3 MeV, one observes
that the values of φ12 obtained from all the three-parameter
fits are lying systematically higher, and the sharp dip near
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The (heroic) Stuttgart Effort: 1) 450 µA  2) 700 HRs  3) Four x 100% HPGe 
      4) EUROGAM  5) 0.01% 13C [x100 Reduced 13C(a,n)]

VOLUME 86, NUMBER 15 P H Y S I C A L

beam

FIG. 1. Top view of the present experimental setup. The de-
tector array used consisted of four high efficient (e ! 100%)
HPGe detectors with active BGO shielding in close geometry
around the target chamber. The array was placed on a motor
driven revolving table.

with the high detection efficiency and the high background
suppression factor of the present setup, have raised the sen-
sitivity of the present measurements by about 1 to 2 orders
of magnitude [14] compared to former experiments [6–9].
Some typical g spectra measured in the present work at
Ecm ! 1.254 MeV are shown in Fig. 2, exhibiting a clear
signature of the lines and showing that the runs could well
be extended below 1 MeV.

The targets used were produced by implanting 12C atoms
into gold. The gold layered backing used for this pur-
pose was especially developed for long term experiments
and high beam power of up to 10 kW!cm2 [15]. The tar-
get implantation was carried out at a facility of the DTL,
Bochum. Hereby, the depletion in respect to the detrimen-
tal 13C was improved by a factor of 1000. The optimal
target thickness was "2 3# 3 1018 atoms!cm2. In order
to avoid any carbon buildup on the target surface, three
cryotraps and a turbomolecular pump were installed near
the target position. In this way a very clean vacuum of
about "2 5# 3 1028 mbar could be achieved. The target
composition and purity was checked by looking for the
13C"a, n#16O as well as for the 12C"p, g#13N reactions, the
latter serving also for the daily target thickness controls.
The target was replaced when a deterioration of about 20%
was found.

The collected beam charge was measured by means of
a calibrated electronic beam integrator. The angular distri-
butions with 9(8) data points were obtained by using 3(4)
detectors in 3(2) table positions. It has to be emphasized
that the table position was changed every 1–2 h in order
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FIG. 2. High energy part of the g spectra measured at Ecm !
1.254 MeV and angular positions between Q ! 15± 135±. The
relevant peak (g0) is located at about 8.4 MeV and is marked by
the dark area. The corresponding background is marked as grey
area. The He1 currents were about 400 mA and the measuring
time was altogether 150 h.

to equalize target effects. In addition, the targets were
frequently turned to 180± to perform also yield contribu-
tion measurements from the backings. To measure the g-
angular distributions 420 h and 220 h for the background
runs have been spent; 60 h were necessary to check the
target deterioration. In our analysis, the g0- as well as
any other possible cascade transitions arising in the spec-
tra have been carefully evaluated by using the appropriate
fitting procedures for line shapes and background. Fig-
ure 3 shows the angular distribution of g0 for Ecm !
1.254 MeV as an example. The data have been properly
corrected for target deterioration due to sputtering and for
any effects due to finite geometry. The extension of the
target spot with a diameter of about 10 mm and the size
and position of the Ge detectors was taken into account by
simulating the setup with the Monte Carlo code GEANT.
The numerical results are presented in Table I. The large
error bar at Ecm ! 945 keV is due to shorter measuring
time at this energy.

The values for sE1, sE2!sE1, and sE2 have been ob-
tained by using the formula for the interference of E1 and

3245
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FIG. 5. γ -ray spectra of the 12C(α, γ )16O reaction for Eα,lab =
3.500 MeV (Ec.m. eff. = 2.607 MeV) as a function of angle. To
the left of the full energy peak, the single escape peak is clearly
visible, but the double escape peak is almost completely suppressed
by the active shielding. The spectra have been normalized to the
accumulated charge (counts per millicoulomb of α-particle beam)
and to the efficiency of each Ge detector. The Doppler shift in
the γ energy is clearly visible.

the DYNAMITRON runs, the 12C content was repeatedly
determined by scans over the 12C(p, γ )13N resonance at
Ep = 1.699 MeV. The results of these measurements agreed
generally within the error bars with the RBS determinations.
However, there were some exceptions when the two methods
gave significantly different results. RBS analysis over the
whole surface of the target (see below) showed that in these
cases the proton and the α-particle beams probably hit different
areas of the target. For the analysis, we decided therefore to
use exclusively the results of the RBS scans which covered the
whole target areas and which were also more precise.

III. ANALYSIS OF THE TARGETS BY RBS; EFFECTIVE
REACTION ENERGIES

For RBS, α-particle backscattering at an energy of
Eα,lab = 1.20 MeV was chosen. The α-particle beam was
provided by the ARAMIS accelerator of the CSNSM Orsay.
The backscattered particles were detected with a surface
barrier detector at θ = 165◦ with respect to the beam. The
target was scanned in a device with full automatic positioning
under computer control, considerably reducing the required

FIG. 6. γ -ray spectra of the 12C(α, γ )16O reaction for Eα,lab =
1.850 MeV (Ec.m. eff. = 1.305 MeV), the lowest beam energy of
this experiment in the angular range 30◦−130◦ measured with the
nine EUROGAM detectors. Full energy γ peak is around 8.56 MeV.
Spectra have been normalized to the accumulated beam charge and
to the efficiency of each Ge detector.

measuring time. For each target, a 12C depth profile was
obtained at typically 30 different points with about half of
the points inside the region of the beam impact zone and
the other half outside that region. The points were selected
using digitized images of the targets, which took into account
the appearance of the target in and out of the beam impact
zone. The target appearance clearly identified the interface
between the regions as well as the unbombarded border of the
target. The beam time for measuring one target to determine
the average depth profile and homogeneity was approximately
6 h. Figure 7 shows typical RBS spectra observed for a target
having 1.3 × 1018 12C atoms/cm2 implanted in gold. The two
spectra correspond to a central point of the target region where
the DYNAMITRON beam produced the highest wear and to
a region that had not been touched by the beam. The erosion
of the 12C layer at the surface and the diffusion of carbon into
the deeper gold layers are clearly visible. Each experimental
RBS spectrum obtained was analyzed using the RBS analysis
program RUMP [45]. The empirical fit to the experimental
spectra gave the carbon depth profile in the gold layer. This
information was later used to calculate the 12C concentrations
and to determine the effective α-particle energies for all runs of
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FIG. 1. (Color online) (a) The measured angular distribution of
the 12C(α, γ ) reaction [8] together with the E1 + E2 fits for three
values of the E2/E1 ratio as discussed in the text. (b) The reduced
χ 2/ν obtained for different E2/E1 ratios.

measurements of the total reaction cross section to 300 keV
(see, for example, Ref. [15]).

I analyzed all the published angular distributions
measured at low energy (Ec.m. < 1.5 MeV) with the
GANDI/EUROGAM array at Stuttgart [6,8] and employed
the standard Legendre polynomial expansion as shown, for
example, in Eq. (4.3) of Ref. [8] and the published angular
attenuation coefficients. The angular distributions measured
at 891 and 903 keV, shown in Fig. 4 of Ref. [6], were not
included in this analysis since the data points were measured
with error bars of nearly 100% (or larger). In order to simplify
the analysis I fixed the relative angle (φ12) at the value predicted
by Eq. (1), discussed below, and varied only one parameter
(SE2/SE1) apart from an overall normalization.

As shown in Fig. 1 the E2/E1 ratio at 1.342 MeV can be
varied by a factor as large as 6 and still yield a similar quality of
fit, with only a slight increase in χ2/ν from 1.8 to 2.4. The same
figure demonstrates that the data points measured at backward
angles (larger than 90◦) provide the largest sensitivity to the
E2/E1 ratio, but these few (three) data points are measured
with poor precision, considerably worst than 10%. It is clear
from Fig. 1 that precise data (5–10% statistics) measured with
small angular bins (10◦ or smaller) at large backward angles
(90–160◦) are essential for an accurate determination of the
E1 and E2 cross-section factors.

The obtained χ2 values shown in Fig. 1(b) yield
SE2
SE1

(1.342) = 1.4+1.6
−0.6 for a fixed value of the relative angle

of φ12 = 54◦ predicted by Eq. (1) and discussed below.
The SE2/SE1 ratios obtained for all other published angular

FIG. 2. (Color online) The E2/E1 ratios deduced in the current
analysis of the data obtained using the EUROGAM/GANDI
arrays [6,8].

distributions measured at Ec.m. < 1.5 MeV [6,8] are shown
in Fig. 2. The large and asymmetric error bars deduced in
this analysis are considerably different than those published
in Refs. [6–8]. I conclude that the SE2/SE1 ratios measured
with the EUROGAM/GANDI arrays are not determined with
sufficient accuracy, less than 50%, to define the cross-section
factors at energies below 1.5 MeV. Thus I do not include these
data in the sample of current “world data.”

Excluding the results of the Stuttgart Collaboration [6,8]
from the sample of “world data” is in agreement with the
finding of Brune and Sayre [16] but is in conflict with
Schuermann et al. [17] that included the data of the Stuttgart
Collaboration [6,8] in their sample of the “world data”. In
contrast, Schuermann et al. [17] removed the data of Redder
et al. [18] and Ouellet et al. [19] from their sample of the
“world data”. Their selection criteria together with the critical
review discussed here and in Ref. [16] would leave only the
recent data of Kunz et al. [5] and Plag et al. [9] in the current
sample of “world data” of measured angular distributions at
energies below 1.7 MeV. This is a less than a satisfactory
situation for such an important cross section.

In Fig. 3 I show the published “world data” of SE2 values
deduced from angular distributions measured at low energies
(Ec.m. < 1.7 MeV). I show the new measurements [5,9]

FIG. 3. (Color online) The measured SE2 values [5,9,18,19] and
the corresponding R-matrix fits. The two distinct groups of data
extrapolate to 60 ± 12 and 154 ± 31 keVb. The SE2 values measured
using the GANDI [6] and EUROGAM [8] arrays are excluded, as
discussed in the text.
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Abbildung C.35: Im Rahmen des Drehtisch-Experiments gemessene γ-Roh-
Spektren bei Ec.m. = 2.209MeV. EL=2.945 MeV
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Abbildung C.34: Im Rahmen des Drehtisch-Experiments gemessene γ-Roh-
Spektren bei Ec.m. = 1.696MeV. EL=2.261 MeV 
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Abbildung C.33: Im Rahmen des Drehtisch-Experiments gemessene γ-Roh-
Spektren bei Ec.m. = 1.452MeV. EL=1.936 MeV 
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Abbildung C.32: Im Rahmen des Drehtisch-Experiments gemessene γ-Roh-
Spektren bei Ec.m. = 1.308MeV. EL=1.744 MeV 
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Abbildung C.31: Im Rahmen des Drehtisch-Experiments gemessene γ-Roh-
Spektren bei Ec.m. = 1.305MeV. EL=1.740 MeV 
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FIG. 6. (Color online) Angular distributions obtained at effective center-of-mass energies of 1.51 and 2.68 MeV. The vertical error bars
represent statistical uncertainties only, the horizontal error bars indicate the angular range (1σ ) of the corresponding detector array.

corrections required in the angular distributions, which showed
an uncertainty of 10% at various angles (see below).

In the present experiment, the (α, γ ) cross section has been
measured at effective center-of-mass energies of 1002, 1306,
1416, and 1510 keV. In addition to the total cross section,
the measurement provided also angular distributions of one-
step transitions (Fig. 6) for the separation of the E1 and E2
contributions as well as the cross section of cascade transitions.

The accumulated charge for these measurements was
between 0.75 and 2 C, corresponding to measuring times of
42 to 116 h per energy point.

VI. DATA ANALYSIS

A. The total (α, γ ) cross section

A 12C event is characterized by the related TOF and sum
energy information, where the sum energy is given by the Q
value plus the α energy Ekin. Because of the short pulse width
of the α beam, true capture events fall in a narrow line in
the TOF spectrum, well separated from the neutron-induced
background. The γ line in the energy spectrum, however, is
less pronounced because of the 6% energy resolution of the
BaF2 array. In addition, the line exhibits a low-energy tail
because γ rays after Compton scattering or pair production
may escape detection because the detector is limited in solid
angle (97% of 4π) and in absolute efficiency (≈90%).

Therefore, an appropriate window was first applied to the
TOF spectrum and the energy spectrum of these preselected
events were fitted with the simulated 12C spectrum and the
background measured with the blank target. The measured
background was slightly rescaled since it was 5% to 10%
smaller than the background in the 12C spectrum, presumably
because the rate for carbon buildup was different for the two
target surfaces. In this way, the correction for the efficiency of
the detector was properly considered.

The quality of these fits is illustrated in Fig. 7 for an example
of the run at 1430 keV α energy.

Since the low-energy part of the spectrum is dominated
by background, the analyzed region starts at approximately
6 MeV and extends to 0.5 MeV above the peak. The total
efficiency is reduced by 25% to 65% depending on the choice
of the lower threshold. However, this loss in efficiency can be
corrected by means of the GEANT3 simulations.

The results for the total cross section are included in
Table I. Apart from the lowest energy point, the overall
uncertainties are dominated by systematic effects. This is
detailed by the compilation of uncertainties in Table IV.
The systematic uncertainties are between 8% and 10% and
are mostly determined by the TOF cut for optimizing the
signal-to-background ratio. The uncertainty due to sample
thickness refers to the determination of the areal density of the
thin and thick 12C layers. The quoted statistical uncertainties
include a 4% contribution due the scaling of the background
spectra measured with the blank backings.
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FIG. 7. (Color online) The γ -ray spectrum of 12C(α, γ )16O
reactions at 1430 keV (triangles) and the corresponding GEANT

simulation. The measured background was scaled to match the 12C
spectrum at energies above the peak. It is shown to illustrate the
signal-to-background ratio.
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FIG. 6. (Color online) Angular distributions obtained at effective center-of-mass energies of 1.51 and 2.68 MeV. The vertical error bars
represent statistical uncertainties only, the horizontal error bars indicate the angular range (1σ ) of the corresponding detector array.

corrections required in the angular distributions, which showed
an uncertainty of 10% at various angles (see below).

In the present experiment, the (α, γ ) cross section has been
measured at effective center-of-mass energies of 1002, 1306,
1416, and 1510 keV. In addition to the total cross section,
the measurement provided also angular distributions of one-
step transitions (Fig. 6) for the separation of the E1 and E2
contributions as well as the cross section of cascade transitions.

The accumulated charge for these measurements was
between 0.75 and 2 C, corresponding to measuring times of
42 to 116 h per energy point.

VI. DATA ANALYSIS

A. The total (α, γ ) cross section

A 12C event is characterized by the related TOF and sum
energy information, where the sum energy is given by the Q
value plus the α energy Ekin. Because of the short pulse width
of the α beam, true capture events fall in a narrow line in
the TOF spectrum, well separated from the neutron-induced
background. The γ line in the energy spectrum, however, is
less pronounced because of the 6% energy resolution of the
BaF2 array. In addition, the line exhibits a low-energy tail
because γ rays after Compton scattering or pair production
may escape detection because the detector is limited in solid
angle (97% of 4π ) and in absolute efficiency (≈90%).

Therefore, an appropriate window was first applied to the
TOF spectrum and the energy spectrum of these preselected
events were fitted with the simulated 12C spectrum and the
background measured with the blank target. The measured
background was slightly rescaled since it was 5% to 10%
smaller than the background in the 12C spectrum, presumably
because the rate for carbon buildup was different for the two
target surfaces. In this way, the correction for the efficiency of
the detector was properly considered.

The quality of these fits is illustrated in Fig. 7 for an example
of the run at 1430 keV α energy.

Since the low-energy part of the spectrum is dominated
by background, the analyzed region starts at approximately
6 MeV and extends to 0.5 MeV above the peak. The total
efficiency is reduced by 25% to 65% depending on the choice
of the lower threshold. However, this loss in efficiency can be
corrected by means of the GEANT3 simulations.

The results for the total cross section are included in
Table I. Apart from the lowest energy point, the overall
uncertainties are dominated by systematic effects. This is
detailed by the compilation of uncertainties in Table IV.
The systematic uncertainties are between 8% and 10% and
are mostly determined by the TOF cut for optimizing the
signal-to-background ratio. The uncertainty due to sample
thickness refers to the determination of the areal density of the
thin and thick 12C layers. The quoted statistical uncertainties
include a 4% contribution due the scaling of the background
spectra measured with the blank backings.
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FIG. 7. (Color online) The γ -ray spectrum of 12C(α, γ )16O
reactions at 1430 keV (triangles) and the corresponding GEANT

simulation. The measured background was scaled to match the 12C
spectrum at energies above the peak. It is shown to illustrate the
signal-to-background ratio.
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buffered in one of two 4302 memories, which were read
out alternately by a PC practically free of dead time. The
PC ran a custom-built data acquisition program for writing
the data event by event (list mode) to hard disk, optionally
after applying a data reduction procedure. It provided also a
graphical online data analysis, which was sufficient to verify
that the whole system worked properly.

Since the data rate of this experiment was comparatively
low, any data reduction mechanisms had been disabled. In this
way, the full information on the backgrounds in both channels,
energy and TOF, was recorded as well. This option turned
out to be very useful for a comprehensive and detailed data
analysis.

IV. SAMPLES AND RELATED BACKGROUNDS

One of the main difficulties in the direct measurement of
the 12C(α, γ )16O reaction rate is background from concomitant
13C(α, n)16O reactions due to 13C impurities. Since the (α, n)
rate of 13C is about five orders of magnitude higher than the
(α, γ ) rate of 12C, depletion of 13C in the sample material is a
crucial issue.

The samples for this experiment have been produced in the
isotope separator SIDONIE at CSNSM, Orsay, France, in the
same way as had been worked out for previous experiments
[36]. The 12C was deposited with an energy of only 200 eV
on a gold-coated copper backing or directly onto a very pure
(99.9999%) copper backing until very stable layers between
30 and 120 µg/cm2 had been obtained. The 120 µg/cm2

thick samples could preferentially be used for improving the
measured count rates at low energies, because the energy loss
in the sample required only a comparably small correction.

The samples produced at SIDONIE were strongly depleted
in 13C and showed 12C/13C ratios larger than 9 × 105, corre-
sponding to a depletion in 13C (1.1% in natural carbon) by a
factor 104. The samples turned out to be extremely stable under
α bombardment. Even after irradiation with an integrated α
beam of 1.6 C no significant degradation could be observed.

The thickness of each sample was determined before and
after the actual runs by scanning the narrow 2+ resonance
in the 12C(α, γ )16O cross section at Ec.m. = 2.68 MeV. The
differences before and after the individual runs were always
well below the 4% to 6% uncertainty of the thickness
measurement itself. A representative thickness profile is shown
in Fig. 2.

Carbon buildup on the sample turned out to be a persisting
problem, which could never be completely prevented in spite
of using an 84-cm-long liquid nitrogen cold trap directly
in front of the 12C target. While buildup left the amount
of 12C practically unchanged, the amount of 13C increased
significantly.

However, even for fresh, fully depleted targets, the
13C(α, n)16O rate dominates that of the 12C(α, γ )16O reaction.
The resulting neutron-induced background could not be
completely suppressed because of the large volume of the BaF2
scintillator, although the intrinsic neutron sensitivity is much
smaller compared to HPGe detectors. The necessary further
suppression of the ubiquitous 13C background was achieved
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FIG. 2. (Color online) Thickness profile of the 12C layer obtained
by scanning the narrow 2+ resonance at 2.68 MeV. The scan
was performed with the same detector setup as the cross-section
measurement.

by means of the fast pulsing system of the Karlsruhe Van de
Graaff accelerator. In this case, the prompt γ rays from (α, γ )
reactions appear in the TOF peak marking the impact of the
α pulse on the target, whereas by far most of the neutron
background appears with a significant delay. This is illustrated
in Fig. 3, which shows the delayed response of the 4π BaF2
array to neutrons. An additional background component prior
to the prompt signal from the 12C sample is caused by α
particles outside the main beam (e.g., due to the beam halo).
This component, which is timewise fully correlated with the
main beam, is hitting the cold trap a few centimeters before the
target and is, therefore, not contributing to the prompt signals
at time zero.

For better characterization of the remaining background,
an additional set of data was taken with an empty backing.
Both the 12C targets and the empty backing have been
mounted on a small, integrated sample changer. The sketch
of Fig. 4 shows the compact target design that had to fit into
the limited space inside the BaF2 detector indicated by the
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FIG. 3. (Color online) Measured TOF spectrum demonstrating
the efficient discrimination between prompt γ rays from radiative
capture events and the delayed detector response to neutrons. In
the GEANT simulation the 2-ns pulse width of the α beam was not
considered (see text).
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1) deBoer did not use Plag’s data
2) They rely on the ANC
3) The S-factor is derived from 
     Alpha-transfer, e.g. (7Li,t)
     Not from capture gamma-ray

Indirect Method ala 1980’s

51 years after Dyer & Barnes

This is the status of our field

Richard deBoer et al., RMP 89, 03500742 (2017) 48
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FIG. 10 (Color online) Comparison of the R-matrix fit to the angular distribution data of Dyer and Barnes (1974) (green
diamonds), (Redder et al., 1987) (brown stars), (Assunção et al., 2006) (black circles), and (Fey, 2004) (blue squares). Note that
the data at E↵ = 2.28 and 3.677 MeV have been scaled for plotting convenience. The data from Fey (2004) show a systematic
deviation from the R-matrix fit and other data sets at backward angles. This is most clearly visible at E↵ = 1.740 MeV where
the data from Assunção et al. (2006) and Fey (2004) were measured at the same energy.

improved with the energy dependence of the R-matrix fit
if subjected to this same normalization factor.

Summarizing the situation for the Ex = 6.05 MeV
transition, the data of Matei et al. (2006) and Schürmann
et al. (2011) are in generally good agreement if the sys-
tematic uncertainties are considered. There are a few
points in the data of Matei et al. (2006) that appear to
have some unconsidered systematic shift in their absolute
scale compared to the rest of the data set. Attempts were
made to re-examine the log books of the experiment but
no correlation between these data points could be estab-
lished. It was found that no significant E1 contribution
was necessary to fit the data and that the low energy
cross section is dominated by E2 external capture
(see Fig. 8) in contradiction to the recent reassertion in

An et al. (2015) that this cross section is E1 dominated.
Finally, the ANCs measured in Avila et al. (2015) are
found to be in good agreement with the capture data.

The R-matrix fit and the cascade data included in the
global fit are shown in Fig. 15. It was found that the
cascade data of Kunz (2002) (Ex = 6.92 and 7.12 MeV
transitions) require normalization factors of ⇡0.5 while
those of Redder et al. (1987) require values of ⇡0.25 (see
Table VII). The normalization is somewhat unexpected
since this was not required in the fit of Schürmann et al.
(2012). This may be the result of the di↵erent ANCs
used in this analysis. In addition, the value of the abso-
lute normalization for the cascade data is highly sensitive
to the normalization factor of the total cross section data.
If the normalization of the total cross section data are in-
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Detailed Balance:
(Inverse, Time Reversed Reaction)

𝜎 12𝐶 𝛼, 𝛾 16𝑂 = !	#!"

##"
	𝜎 16𝑂 𝛾, 𝛼 12𝐶  * 

𝜎 16𝑂 𝛾, 𝛼 12𝐶   ≈	~50 x 𝜎 12𝐶 𝛼, 𝛾 16𝑂

*  For Real Photons 2S+1 = 2 (not 3)

 
Not a “Surrogate Reaction”

Not an Indirect Measurement



Line Shape Analysis
(CO2 Gas)

α
(8Be)
α

α

12Cγ γ

12C* 16O*

α

Time (ns)

C
ou

nt
s /

 1
0 

ns

Machine Learning

Q(16O*) – Q(12C*) = 112 keV



                            9.6 MeV        10.7 MeV
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UConn-TUNL Optical Readout TPC (O-TPC)
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R-Matrix Fit:  Gg(1-) = 29 ±	2.1 meV B(E1) = 6.5x10-5 W.u.
          Gg(2+) = 182 +𝟒𝟑-53  meV B(E2) = 1.2 W.u.



4.1 Angular Distribution Fitting Steps 4 ANGULAR DISTRIBUTIONS

Figure 4: OTPC angular distribution fits.The shaded areas show the 1 sigma error bands of our fits.
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2 CROSS SECTION IN SMALL ENERGY STEPS

F =
�(Eeff )

< � >
(3)

F =
�(Eeff )R

�(E)g(E)dE
(4)

�(Eeff ) = F < � > (5)

This method relies on knowing the shape of �(E) already. In this analysis, the �(E) profile was provided
by the two resonance fit to the world data shown in figure 8, shown by the black line. That approximate
phenomenological fit to the total cross section has been discussed numerous times in the past so we will
no go into that again here. This is equivalent to what was done for the 2021 Nature paper where an
interpolation of the total cross section world data was used for �(E).

Figure 8: Cross section correction values were obtained using my approximate phenomenological fit to the
world total cross section data.

In the 2021 analysis, g(E) was simply the energy profile of the beam, since the effective cross section
was being measured across the whole beam. However, that is no longer the case here. Now, g(E) should
account for the energy binning of the cross section and the 69 keV OTPC Ecm resolution. The method of
obtaining g(E) here is depicted in figure 9. To obtain g(E), the beam energy profile was separated into the
energy bins, then the beam yield in that energy bin was smeared by the OTPC resolution. The dotted lines
in figure 9 show the g(E) corresponding to each energy bin. Once the g(E) were calculated, equation 5 was
used to correct the measured total cross sections. These corrected cross sections are shown in figure 10.
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