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Convenient unit to measure the energy density

Heavy nuclei have 
an almost constant density.

[Nuclei from Wikipedia]

nsat = 0.16 (nucleon) fm−3

saturation density

In astrophysics, the rest-mass density is used:

ρsat = 2.6 × 1014 g cm−3
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How dense (dilute) is nuclear/quark matter?

Interaction Cloud Size 
rsoft ∼ 1/(2mπ) ∼ 0.7 fm

Baryon Number Distribution Size 
rhard ∼ 0.5 fm

Closest Packed State (hcp/fcc) Filling rate ~ 74%

0.74 × (4π
3

r3
hard)−1 ≈ 1.4 fm−3 ≈ 8.3 nsat

Nuclear matter cannot exist at this density!
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More realistic bound?

Interaction-mediated Percolation

0.34 × (4π
3

r3
soft)−1 ≈ 0.24 fm−3 ≈ 1.5 nsat

Standard nuclear-physics calculations may break down 
at this density due to the lack of multi-body interactions.

Percolation transition?

(From Wikipedia)

3D critical filling density ~ 34%

see: Fukushima-Kojo-Weise (2020) for more details.
For even more realistic arguments on quantum percolation,
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One neutron energy EN = Mnc2 ≃ 939 MeV
Saturation energy εsat ≃ 150 MeV fm−3
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Borsanyi et al. (2010)

Transition energy 
to a QGP

200-500 MeV fm−3

∼ 1.5 - 4 × εsat
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Fukushima-Hatsuda (2010); see also 50 Years of QCD Chap.7 (2023)

(1.5-8)εsat

(1.5-4)εsat
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Neutron Star Heavy-Ion Collision

Dominated by n 
   (large isospin)

Isospin fixed by p/n ratio 
          (small isospin)

δ =
ρn − ρp

ρn + ρp

ρ = ρn + ρp

symmetric nuclear matter (HIC)

neutron 
matter

saturation density 
(1st-order transition) Phase structure may be different.
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Gravitational force is supported 
by the pressure from inside.

Force Balance

Hydrostatic condition for r ~ r + dr

M(r) represents the integrated mass in r-sphere.

(In Newtonian gravity)

dp(r)
dr

= − G
M(r)

r2
ε(r)

dM(r)
dr

= 4πr2ε(r)



September 10, 2024 @ ect*

Neutron Star

9

One condition still missing…

General 
 Relativistic 
  extension

Tolman-Oppenheimer-Volkoff Eq.

A relation between  and p ε Equation of State (EOS)

free parameter

Initial Final

dp(r)
dr

= − G
M(r) ε(r)

r2

dp(r)
dr

= − G
Mε
r2 (1 +

p
ε )(1 +

4πr3p
M )(1 −

2GM
r )−1

r = 0
ε(r = 0) = εc

p(r = 0) = pc = p(εc)

r = R
p(r = R) = 0

M = ∫ dr4πr2ε(r)
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M13
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GW170817
PSR J0030+0451
PSR J0740+6620

Compilation of the observed data (68% Credible)
Fujimoto-Fukushima-Kamata-Murase (2024)

EOS must be 
“stiff” enough 
to reach here. 
(Shapiro delay)

Lensing and 
timing (NICER) 
constraining the 
gravity strength 
and the radius.
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Mathematically proven:

p = p(ε) M = M(R)
One-to-one correspondence through TOV eq.

Lindblom (1992)

This is the case even with 
the 1st-order phase transition.

ε

p



September 10, 2024 @ ect*

EOS Basics

12

Pressure p(ε)

Mass-density   or  Energy-density ρ ε

Stiff — large cs

Soft 
— small cs

c2
s =

dp
dε
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Structures of pQCD on ε-p

LO: p ∼ #μ4
B (massless case)

NLO: p ∼ (# + αs#)μ4
B

→ ε =
1
3

p

→ ε =
1
3

p

N2LO: p ∼ (# + αs# + α2
s # + #α2

s ln μ2
B /μ2

0)μ4
B

Running Coupling

(unchanged!)

Conformality broken
∼ ln(X2μ2

q /Λ2
MS)



September 10, 2024 @ ect*

EOS Inference Program

14

M

R

M

R

MC
Sampling

ML inference
MC Integration

Fujimoto-Fukushima-Kamata-Murase (2018-2024)
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Fujimoto-Fukushima-Kamata-Murase (2018-2024)
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Proof of principle
Corresponding 
M-R relation

Mimic the 
astro data

Validity check
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Fujimoto-Fukushima-Kamata-Murase (2018-2024)
Machine learning shows amazing performance!

4

FIG. 3. Two examples of the randomly generated EoSs
(dashed lines) and the machine learning outputs (solid lines)
reconstructed from one observation of 15 M -R points [see
Fig. 4 for actual (Mi, Ri)].
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FIG. 4. Randomly sampled 15 data points and the M -R rela-
tions with the reconstructed EoS (solid lines) and the original
EoS (dashed lines). The red and blue colors correspond to two
EoSs shown with the same color in Fig. 3.

observation with error deviations from the genuine M -R
relation (which is shown by the dashed lines). Thus, each
set of 15 points is considered as mock data of the neutron
star observation. Since the neural network learns through
the training data that the observation contains errors, the
most likely EoS is reconstructed from one observation of
15 points with errors. The reconstructed EoSs are de-
picted by solid lines in Fig. 3. We can see that the re-
constructed EoSs agree quite well with the original EoSs
for these examples. It would also be interesting to make
a comparison of the M -R relations corresponding to the
original and reconstructed EoSs. The solid and dashed
lines in Fig. 4 represent the M -R relations calculated
with the original and reconstructed EoSs, respectively.
Since the EoSs look consistent in Fig. 3, the original and
reconstructed M -R relations are close to each other.

Mass (M�) 0.6 0.8 1.0 1.2 1.4 1.6 1.8

RMS (km) 0.16 0.12 0.10 0.099 0.11 0.11 0.12

TABLE II. Root mean square of radius deviations for fixed
masses.

For other EoSs in validation data, the corresponding
M -R curves are reconstructed well similarly to examples
discussed above. To quantify the overall reconstruction
accuracy, we calculated the root mean square (RMS) of
radius deviations using 196 validation data for several
masses as shown in Tab. II. We defined the RMS from the
deviations between not the observational data points but
the genuine and reconstructed M -R relations (i.e. dis-
tances between the solid and the dashed lines in Fig. 4),
that is, �R(M) = R(rec)(M) � R(0)(M). The RMS val-
ues in Tab. II are around ⇠ 0.1 km for all masses! This
indicates that our method works surprisingly good; re-
member that data points have random fluctuations by
�R ⇠ 0.5 km. It should be noticed that, even without
neutron stars around M = 0.6–0.8M� in our setup, the
RMS of the corresponding radii are still reconstructed
within the accuracy of the order ⇠ 0.1 km.

Finally, let us comment on the relation to Bayesian
analysis using symbolic notations. In our analysis we
parametrized the EoS by ✓ := {c2s,i}, which spans pa-
rameter space ⇥, and generated EoSs by a probability
distribution Pr(✓). Then, we sampled D = {(Mi, Ri)}
by an observational distribution, Pr(D|✓) for each EoS.
The neural network is a function f to obtain an EoS from
data points, i.e. f(D|W ) 2 ⇥, where W represents the
fitting parameters. The training is actually a process to
minimize the following loss function:

h`[f ]i =
Z

d✓dDPr(✓) Pr(D|✓)`(✓, f(D)). (3)

Here, let us translate Bayesian analysis into the above
language. In Bayesian analysis a prior distribution of
the EoS is assumed to be Pr(✓). The posterior EoS dis-
tribution is obtained by Bayesian updating; Pr(✓|D) /
Pr(✓) Pr(D|✓). To determine the most likely EoS, we can
use the MAP (maximum a posteriori) estimator,

fMAP(D) = argmax
✓

[Pr(✓) Pr(D|✓)] . (4)

This can be interpreted as an approximation of f that
minimizes Eq. (3). This means that machine learning en-
compasses Bayesian analysis as a particular limit. Hence,
an advantage of machine learning over Bayesian analysis
lies in the direct design of the loss function or optimiza-
tion target, suited for problems under consideration. We
emphasize the generality of our method which can be ap-
plied, with a little e↵ort, to any underdetermined prob-
lems; an e�cient procedure to find the most likely solu-
tion optimized with insu�cient information and limited
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FIG. 3. Two examples of the randomly generated EoSs
(dashed lines) and the machine learning outputs (solid lines)
reconstructed from one observation of 15 M -R points [see
Fig. 4 for actual (Mi, Ri)].

FIG. 4. Randomly sampled 15 data points and the M -R rela-
tions with the reconstructed EoS (solid lines) and the original
EoS (dashed lines). The red and blue colors correspond to two
EoSs shown with the same color in Fig. 3.

observation with error deviations from the genuine M -R
relation (which is shown by the dashed lines). Thus, each
set of 15 points is considered as mock data of the neutron
star observation. Since the neural network learns through
the training data that the observation contains errors, the
most likely EoS is reconstructed from one observation of
15 points with errors. The reconstructed EoSs are de-
picted by solid lines in Fig. 3. We can see that the re-
constructed EoSs agree quite well with the original EoSs
for these examples. It would also be interesting to make
a comparison of the M -R relations corresponding to the
original and reconstructed EoSs. The solid and dashed
lines in Fig. 4 represent the M -R relations calculated
with the original and reconstructed EoSs, respectively.
Since the EoSs look consistent in Fig. 3, the original and
reconstructed M -R relations are close to each other.

Mass (M�) 0.6 0.8 1.0 1.2 1.4 1.6 1.8

RMS (km) 0.16 0.12 0.10 0.099 0.11 0.11 0.12

TABLE II. Root mean square of radius deviations for fixed
masses.

For other EoSs in validation data, the corresponding
M -R curves are reconstructed well similarly to examples
discussed above. To quantify the overall reconstruction
accuracy, we calculated the root mean square (RMS) of
radius deviations using 196 validation data for several
masses as shown in Tab. II. We defined the RMS from the
deviations between not the observational data points but
the genuine and reconstructed M -R relations (i.e. dis-
tances between the solid and the dashed lines in Fig. 4),
that is, �R(M) = R(rec)(M) � R(0)(M). The RMS val-
ues in Tab. II are around ⇠ 0.1 km for all masses! This
indicates that our method works surprisingly good; re-
member that data points have random fluctuations by
�R ⇠ 0.5 km. It should be noticed that, even without
neutron stars around M = 0.6–0.8M� in our setup, the
RMS of the corresponding radii are still reconstructed
within the accuracy of the order ⇠ 0.1 km.

Finally, let us comment on the relation to Bayesian
analysis using symbolic notations. In our analysis we
parametrized the EoS by ✓ := {c2s,i}, which spans pa-
rameter space ⇥, and generated EoSs by a probability
distribution Pr(✓). Then, we sampled D = {(Mi, Ri)}
by an observational distribution, Pr(D|✓) for each EoS.
The neural network is a function f to obtain an EoS from
data points, i.e. f(D|W ) 2 ⇥, where W represents the
fitting parameters. The training is actually a process to
minimize the following loss function:

h`[f ]i =
Z

d✓dDPr(✓) Pr(D|✓)`(✓, f(D)). (3)

Here, let us translate Bayesian analysis into the above
language. In Bayesian analysis a prior distribution of
the EoS is assumed to be Pr(✓). The posterior EoS dis-
tribution is obtained by Bayesian updating; Pr(✓|D) /
Pr(✓) Pr(D|✓). To determine the most likely EoS, we can
use the MAP (maximum a posteriori) estimator,

fMAP(D) = argmax
✓

[Pr(✓) Pr(D|✓)] . (4)

This can be interpreted as an approximation of f that
minimizes Eq. (3). This means that machine learning en-
compasses Bayesian analysis as a particular limit. Hence,
an advantage of machine learning over Bayesian analysis
lies in the direct design of the loss function or optimiza-
tion target, suited for problems under consideration. We
emphasize the generality of our method which can be ap-
plied, with a little e↵ort, to any underdetermined prob-
lems; an e�cient procedure to find the most likely solu-
tion optimized with insu�cient information and limited

Overfitting is miraculously avoided!
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Fujimoto-Fukushima-Kamata-Murase (2018-2024)
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Fujimoto-Fukushima-Kamata-Murase (2018-2024)
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Critical energy density 
to a quark-gluon plasma

Not minimum, 
but maximum!?
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[1st-order-like EoS]

ε

p

ε

c2
s

Phase transition is manifested by a minimum 
in the speed of sound.
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[High-Temperature QCD — QGP Crossover]
18
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FIG. 16. Speed of sound (left) and adiabatic compressibility (right) in strangeness-neutral, isospin-symmetric matter versus
temperature. Shown are results for several values of s/nB . The limit s/nB = 1 corresponds to the case of vanishing chemical
potentials. Dashed lines at low temperatures indicate QMHRG2020 model calculations, at high temperatures they show the
non-interacting quark-gluon gas results. In the inset HRG model calculations at lower temperatures are shown. The yellow
band indicates Tpc.
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Appendix A: Constrained partial derivatives

We summarize here relations for partial derivatives of
thermodynamic observables with respect to temperature,
keeping specific external conditions (x, y, z) fixed,

For any thermodynamic function f(T, µB , µQ, µS) we

have

✓
@f

@T

◆

(x,y,z)

=

✓
@f

@T

◆

(µB ,µQ,µS)

(A1)

+

✓
@f

@µB

◆

(T,µQ,µS)

✓
@µB

@T

◆

(x,y,z)

+

✓
@f

@µQ

◆

(T,µB ,µS)

✓
@µQ

@T

◆

(x,y,z)

+

✓
@f

@µS

◆

(T,µB ,µQ)

✓
@µS

@T

◆

(x,y,z)

.

Similarly one has for two thermodynamic functions
f(T, µB , µQ, µS) and g(T, µB , µQ, µS) the relation

✓
@f

@g

◆

(x,y,z)

=
(@f/@T )

(x,y,z)

(@g/@T )
(x,y,z)

(A2)

In Eqs. A1 and A2 the derivatives of the chemical po-
tentials are taken on lines of constant x(T, µB , µQ, µS),
y(T, µB , µQ, µS) and z(T, µB , µQ, µS) in the space of ex-
ternal parameters (T, µB , µQ, µS). In the lattice QCD
context we usually work in the parameter space (T, µ̂ ⌘

µ/T ). Moreover, we conveniently work with reduced, i.e.
dimensionless, thermodynamic observables, i.e. we want
to replace e.g. ✏̂ = ✏/T 4, etc.
Changing the partial derivatives @µB to @µB/T and

introducing reduced observables is straightforward, as
these derivatives are taken at fixed T . We have for an
observable that has dimension of Tn the relation,

@f

@µB

����
T

= Tn�1
@f̂

@µ̂B

�����
T

. (A3)

Rewriting the temperature derivatives one has to be a

HotQCD Collab. 
  (2212.09043)

Minimum around 
phase transition
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Fujimoto-Fukushima-McLerran-Praszalowicz (2022)

Measure of conformality:

Non-DerivativeDerivative

Δ =
1
3

−
p
ε

c2
s =

dp
dε

= c2
s, deriv + c2

s, non−deriv

c2
s, deriv = − ε

dΔ
dε

c2
s, non−deriv =

1
3

− Δ

Dominant at high density to make a peak!

Gavai-Gupta-Mukherjee (2004)
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dense NS matter in deep cores.
Here we propose the trace anomaly scaled by the en-

ergy density as a measure of conformality. The sound
velocity is expressed solely in terms of the normalized
trace anomaly, and in this sense the latter is a more in-
formative quantity than v2s . Here, we extract the trace
anomaly from the EoSs inferred from the NS data [44, 47–
49]. We discuss the conformal limits h⇥iT,µB ! 0 and
v2s ! 1/3, and clarify the di↵erence. We show that the
enhancement in the sound velocity is not in contradiction
with conformality. We then discuss the possibility that
the trace anomaly is positive definite at all densities. We
give a number of arguments for the positivity of the trace
anomaly and discuss implications for NS physics.

Trace anomaly at finite baryon density: Scale trans-
formations lead to the dilatation current j⌫D = xµTµ⌫

for which @⌫j⌫D = Tµ
µ = ⇥ [50]. For conformal theo-

ries ⇥ = 0 but in QCD both quark masses and the trace
anomaly explicitly break the scale invariance [51, 52]

⇥ =
�

2g
F a
µ⌫F

µ⌫
a + (1 + �m)

X

f

mf q̄fqf , (1)

where �/2g = �(11� 2Nf/3)↵s/8⇡+O(↵2
s) is the QCD

beta function and �m = 2↵s/⇡+O(↵2
s) is the anomalous

dimension of the quark mass.
At finite T and/or µB, the expectation value involves a

matter contribution as h⇥i = h⇥iT,µB + h⇥i0 where h⇥i0

represents the vacuum expectation value at T = µB = 0.
In this work we will focus on the matter contribution
only and yet it is customary to call h⇥iT,µB the trace
anomaly. The matter part of the trace anomaly satisfies
the following relation:

h⇥iT,µB = "� 3P . (2)

If thermal degrees of freedom are dominated by massless
particles as is the case in the high-T limit, the Stefan-
Boltzmann law is saturated and P ⇠ T 4 at high tem-
perature or P ⇠ µ4

B at high density, so that " = 3P .
Conversely, using thermodynamic relations, one can show
that h⇥iT,µB = 0 implies P / T 4 or P / µ4

B, respectively.
Thus, h⇥iT,µB is a probe for the thermodynamic contents
of matter.
The physical meaning of the trace anomaly is trans-

parent from the following relations:

h⇥iT,µB=0

T 4
= T

d⌫T
dT

,
h⇥iT=0,µB

µ4
B

= µB
d⌫µ
dµB

, (3)

where we quantify the e↵ective degrees freedom by ⌫T ⌘

P/T 4 and ⌫µ ⌘ P/µ4
B for hot matter at µB = 0 and dense

matter at T = 0, respectively. These imply that the
trace anomaly is proportional to the increasing rate of the
thermal degrees of freedom as the temperature/density
grows up.

100 101 102

Energy density / 0

0.2

0.1

0.0

0.1

0.2

0.3

Tr
ac

e 
an

om
al

y 
=

1/
3

P/

NS data

EFT

pQCD
(a)

(b)

FIG. 1. Normalized trace anomaly read out from four inde-
pendent EoSs inferred from NS data; the blue solid line from
Ref. [44], the orange dashed line from Ref. [47], the green
dotted line from Ref. [48], and the red dot-dashed line from
Ref. [49]. We show two ab initio calculations (�EFT and
pQCD) and (a) and (b) are interpolations with 1� band by
the Gaussian process applied to di↵erent regions of NS data.

Here, we propose to use

� ⌘
h⇥iT,µB

3"
=

1

3
�

P

"
. (4)

as a measure of the trace anomaly [53]. The thermo-
dynamic stability and the causality require P > 0 and
P  ", respectively. Therefore �2/3  � < 1/3. In the
scale-invariant limit � ! 0.
We can decompose the sound velocity as

v2s =
dP

d"
= v2s, deriv + v2s, non-deriv , (5)

where the derivative and the non-derivative terms are
determined by �:

v2s, deriv ⌘ �
d�

d⌘
, v2s, non-deriv ⌘

1

3
�� . (6)

Here, ⌘ ⌘ ln("/"0) and "0 is the energy density at nu-
clear saturation density. We choose "0 = 150MeV/fm3

throughout this work. From these expressions it is evi-
dent that the restoration of conformality renders � ! 0
and d�/d⌘ ! 0, so that v2s ' v2s, non-deriv ! 1/3 in the
conformal limit at asymptotically high density.

Trace anomaly from the NS observations: In Fig. 1,
we show � extracted from various P (") constrained by
NS observables [44, 47–49]. The error band represents the
1� credible interval corresponding to the error in P (").
Since " is treated as an explanatory variable, the relative
error in �(") is assumed to be the same as that in P (").
For all these data � ⇠ 0 within the error at relatively

low energy density. Note that the red dash-dotted curve
in Fig. 1 follows from the analysis including pQCD as

1.00 1.25 1.50 1.75 2.00
µB [GeV]

°0.2
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¢
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)

Brandes-Fukushima-Iida-Yu (2024)

Newer analysis suggests that 
the trace anomaly goes negative!
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Derivative contribution makes a peak structure!

2

FIG. 1. (Left) Normalized trace anomaly, I, as a function of dimensionless ⌘ for matter at finite temperature and zero density.
(Right) Sound velocity squared, c2s, as a function of ⌘ (thick solid line). The dotted and the dashed lines represent the non-

derivative (c2(0)s ) and the derivative (c2(1)s ) contributions to c2s.

FIG. 2. (Left) Normalized trace anomaly, I, as a function of dimensionless ⌘ for matter at finite density and zero temperature.
(Right) Sound velocity squared, c2s, as a function of ⌘ (thick solid line). The dotted and the dashed lines represent the non-

derivative (c2(0)s ) and the derivative (c2(1)s ) contributions to c2s.

For the moment let us discard the perturbative tail and work with � = 0.

The plots can be made in the same way as the finite temperature case, which look very di↵erent from Fig. 1. As

a function of dimensionless ⌘, the trace anomaly exhibits transitional change as in the left panel of Fig. 2 and the

sound velocity is dominated by the nonderivative contribution as shown in the right panel of Fig. 2.
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derivative (c2(0)s ) and the derivative (c2(1)s ) contributions to c2s.

For the moment let us discard the perturbative tail and work with � = 0.

The plots can be made in the same way as the finite temperature case, which look very di↵erent from Fig. 1. As

a function of dimensionless ⌘, the trace anomaly exhibits transitional change as in the left panel of Fig. 2 and the

sound velocity is dominated by the nonderivative contribution as shown in the right panel of Fig. 2.
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Interesting question…   ???Δ < 0

Δ ∝ ε − 3p

∝
d

dμ ( p
μ4 )

Thermodynamic 
degrees of freedomNegative trace anomaly implies 

the presence of “condensates”!?
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Lesson from high-isospin matter

12

FIG. 13. The polytropic index, �, as a function of the isospin
chemical potential on the A(B) ensemble is shown as the
blue(red) region. The expectations in perturbative QCD (or-
ange hatched region), chiral perturbation theory (blue dashed
curve) and the Stefan-Boltzmann limit (orange dotted line)
are shown for comparison. In addition, the bound at � = 1.75
below which the medium is expected to correspond to quark
degrees of freedom [54] is indicated as the green horizontal
line.
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FIG. 14. The normalized trace anomaly, �, as a function
of the isospin chemical potential on the A(B) ensemble is
shown as the blue(red) region. This quantity is bounded as
�2/3 < � < 1/3 by causality. The expectations in perturba-
tive QCD (orange hatched region), chiral perturbation theory
(blue dashed curve) and the Stefan-Boltzmann limit (orange
dotted line) are shown for comparison.

ously achieved. Exploring such high-density and high-
energy correlation functions presents its own suite of chal-
lenges owing to the range of numerical scales spanned
by the correlation functions. Even on the same times-
lice, correlation functions can vary by many orders of
magnitude across configurations, leading to an e↵ective
breakdown of the applicability of the Central Limit The-
orem. The analysis presented here overcomes this by
making the empirically-driven assumption that the dis-

tributions of correlation functions across gauge configu-
rations are log-normal, which allows the incorporation of
more information about the LQCD data than just the
sample mean and variance of the correlation functions.
With this assumption, it becomes possible to extract en-
ergies and chemical potentials from the LQCD correla-
tion functions, which smoothly interpolate between the-
oretical predictions from chiral perturbation theory and
perturbative QCD for low- and high-isospin density sys-
tems, respectively. The speed of sound computed in this
medium exceeds the ideal gas limit over a large range
of µI , reaching a maximum of c2s ⇠ 0.6 at µI/m⇡ ⇠ 2.
This result is in agreement with the results of Ref. [10]
but extends over a larger range of chemical potential,
lower temperatures, and to a finer discretization scale.
The isospin chemical potential is implemented through
the grand canonical partition function in Ref. [10] and
therefore the systematic uncertainties in that calculation
are very di↵erent from those in this work, making the
broad agreement seen more significant. The speed of
sound and other properties of the medium indicate that
the asymptotic agreement with perturbative QCD ex-
pectations requires large values of the isospin chemical
potential, µI & 2 GeV.
In this exploratory study, calculations have been per-

formed at only a single set of quark masses and lattice
spacing. The results show qualitative agreement with
expectations, but understanding this system at a more
precise level will require the use of additional ensembles
with multiple lattice spacings, quark masses, and with
other spatial and temporal extents in order to properly
quantify the e↵ects of these parameters on the calcula-
tion. Lattice cuto↵ e↵ects are of particular concern since
the maximum chemical potential reached in the calcula-
tions presented here comes close to the lattice cuto↵ scale
used in this work.
Beyond systems of many pions, the methods devel-

oped here could also be used in applications to other
systems of mesons, including systems of kaons and/or
pions, and systems with non-zero momentum. The con-
cepts of symmetry and representation theory explored
here to construct the algorithm for many-pion contrac-
tions can potentially be applied more broadly to bary-
onic systems. In addition, the success of log-normality
in enabling analysis of many-pion systems points to the
general observation that there is more information in the
distributions of correlation functions than just their cen-
tral values [21–31, 56, 57], and using this information can
allow the extraction of physical results even when the dis-
tributions of correlation functions are far from the regime
of applicability of the Central Limit Theorem.
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FIG. 11. The ratio of the energy density of the many-pion
systems to the Stefan-Boltzmann prediction, Eq. (31), for the
A and B lattice ensembles. The blue (A) and red (B) shaded
regions represent interpolations of the LQCD results and their
uncertainties as discussed in Appendix C. Also shown are ex-
pectations from chiral perturbation theory (blue dashed line)
and perturbative QCD at next-to-leading order (NLO) [43]
(orange hatched region). The uncertainties on the perturba-
tive QCD result are obtained by varying the renormalization
scale ⇤ between µI/4 and µI .

The speed of sound is shown as a function of the isospin
chemical potential in units of the pion mass in Fig. 12
where it is seen to exceed the ideal gas limit. As for
the energy density, close agreement is seen between the
results from the two lattice ensembles. A similar result
has been found in Ref. [10]; however a larger range of
µI/m⇡ is accessible in the current work. In particular,
c
2
s exceeds 1/3 for 1.5 . µI/m⇡ . 14, rising to a maxi-
mum of c2s,max ⇠ 0.6 at µI ⇠ 2m⇡ before decreasing back
to the ideal-gas limit for large µI . A maximum speed
of sound above the ideal-gas limit at intermediate values
of chemical potential is also seen in two-color QCD [50]
and quarkyonic models [51], but is in contradiction to
the predictions of leading-order chiral perturbation the-
ory in which cs rises monotonically to 1. This behavior
is indicative of additional degrees of freedom other than
in-vacuum pions becoming excited in the medium. From
the numerical results herein, it remains an open ques-
tion as to whether the speed of sound approaches the
free gas limit from below (as expected from perturbation
theory [43]) or from above (as expected from resummed
perturbation theory [52] or from the inclusion of power
corrections [53]).

Two additional quantities that provide information
about the nature of high-isospin-density matter are the
polytropic index [54] and the trace anomaly [55] defined
by

� =
✏

p
c
2
s, (33)

� =
1

3
�

p

✏
, (34)
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FIG. 12. The squared speed of sound computed as in Eq. (32)
as a function of the isospin chemical potential on ensemble A
(blue) and ensemble B (red). The expectations in perturba-
tive QCD (orange hatched region), chiral perturbation theory
(blue dashed curve) and the Stefan-Boltzmann limit (orange
dotted line) are shown for comparison.

respectively. The behavior of these two quantities is
shown in Figs. 13 and 14 and compared to the expec-
tations of a free gas, �PT and pQCD in each case. As
for cs, the behaviour of � and � is similar to that seen in
Ref. [10], but the current work extends the range of chem-
ical potential significantly which reveals additional inter-
esting features. In Ref. [54], it is suggested that the point
at which the polytropic index decreases below 1.75 is a
sign of quark degrees of freedom at large baryon chemical
potential, i.e., the BCS state. In the case of isospin chem-
ical potential, � decreases to this value at µI ⇠ 1.5m⇡,
corresponding approximately to the position of the peak
seen in the normalized energy density (Fig. 11). The
trace anomaly is clearly seen to be negative at interme-
diate µI in Fig. 14, as is suggested to be consistent with
neutron star observations in Ref. [55]. As for the quanti-
ties above, the results from the two lattice ensembles are
in agreement for both the trace anomaly and the poly-
tropic index. A robust conclusion from the study of these
transport quantities is that large isospin chemical poten-
tial is needed before the expected asymptotic behavior
sets in. At least for the case of isospin chemical poten-
tial, the use of pQCD to describe the behavior seen in
the LQCD calculations requires µI & 10m⇡ ⇠ 2 GeV at
a minimum.

VI. SUMMARY AND OUTLOOK

In this work, a new, more e�cient method of com-
puting maximal-isospin, multi-pion correlation functions
is presented. Using this method, we have calculated
all n-⇡+ correlation functions for n  6144, extending
such calculations of many-pion systems into regions of
larger isospin chemical potential than have been previ-

[Speed of sound peak] [Negative trace anomaly]

pχPT =
f 2
π μ2

I

2 (1 −
m2

π

μ2
I

)
2

Tree level without loop!
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Brandes-Fukushima-Iida-Yu (2024)
Assume a general Ginzburg-Landau potential 
for “some” bosonic condensates to fit the 
NS trace anomaly behavior.
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|�|4 + ⌘

6
|�|6

 depends on only  and Δ m2 η̃ = ηm2/λ2

NS data very well reproduced by

Mdiquark =
0.033

η̃ − 0.075
+ 0.65 [GeV] |λ | |ϕ |2

M2
=

1 + 8η̃(M )(μ2 /M2 − 1) + 1

2η̃(M )

cf. Kurkela-Rajagopal-Steinhorst (2024) / Fujimoto (2024) indicating small gap…
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Can we see the phase transition with the GW signal?
Most-Papenfort-Dexheimer-Hanauske-Schramm-Stocker-Rezzolla (2018)

CMFQ : EOS with a strong-1st PT to Quark Matter (3~4 times ) 
CMFH : EOS without quarks
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FIG. 4. Properties of the GW emission for the low- (left panels) and high-mass binaries (right panels). The top panels report the strain h22

+ for
the two EOSs, together with the instantaneous GW frequency fGW (semitransparent lines); the bottom panels show the phase difference ��
between the two signals. The inset in the top-right panel highlights the differences in the ringdown.

As can be seen from the last marker of the density evolu-
tion in Fig. 3, the HMNS core undergoes a complete PT to
quarks and the whole HMNS collapses immediately after the
PT. Note that the region of highest temperature is initially at
densities smaller than ⇠ nsat, but the temperature is suffi-
ciently high for quarks to appear in small amounts. After the
HMNS core crosses the PT boundary, the maximum temper-
ature rises steeply and thus the fluid elements with maximum
density and temperature coincide.

We complete our discussion of the PT by considering its
signatures on the GW emission by means of the strain, fre-
quency and phase difference, which are reported in Fig. 4 for
the low- and high-mass binary. Note that because the den-
sities and temperatures during the inspiral are too small to
cause the formation of quarks, the GW signal is identical for
the two EOSs and for both masses. This is radically differ-
ent from what happens when comparing merger simulations
using EOSs with and without hyperons, as these show differ-
ences in the GW signal already during the inspiral [9, 10], due
to the softening caused by the presence of hyperons. For such
EOSs, a dephasing is thus always present, both during the in-
spiral and after the merger, since there are always portions of
the stars with intrinsically different EOSs. In our case, in-
stead, it is only after the merger that differences arise due to
the presence of quarks.

For the low-mass binary, and after ⇠ 5 ms from the merger,
the GWs from the remnants start to show a linear dephasing
that reaches about three radians by the time the binary with the
CMFQ EOS collapses to a black hole (bottom-left panel). The
start of the phase difference, which is essentially zero even af-
ter the merger, coincides with the formation of the two hot
spots and, thus, with the appearance of quarks. In fact, al-
though Yquark is very small at those times, it is sufficient to
produce changes in the pressure of ⇠ 5%, that are responsi-
ble for the changes in the GW emission, both in amplitude
and in frequency (top-left panel), thus producing a mismatch

between two post-merger spectra [42–47]. These changes in
pressure also lead to a small damping of the GW amplitude
prior to collapse, which is triggered by the first-order PT for
the CMFQ EOS. Hence, the lifetime of the HMNS is shorter
than in the purely hadronic case.

In many respects, the left panels of Fig. 4 are a representa-
tive example of the signatures of a PT in a binary merger. In
an idealized scenario where the GW signal from the inspiral
is measured with great precision and can be associated with
confidence to a purely hadronic EOS (the inspiral can only
probe comparatively low-density regions of the EOS), the
unexpected dephasing of the template-matched post-merger
signal [48, 49], together with the anticipated collapse of the
HMNS, would provide evidence that a PT at several times
nsat, possibly of the type described here, has taken place in
its core. Of course, a single detection could still be accomo-
dated via a tweaking of the EOS in the high-density part of
a hadronic EOS. However, the “tweaking” would be increas-
ingly hard with multiple detections as it cannot describe the
complex nonlinear occurrence of the PT.

The right panels of Fig. 4 report the properties of the GW
signal for the high-mass binaries, both of which collapse very
rapidly for EOSs with and without quarks. The differences in
this case are harder to detect since the dephasing starts only
after ⇠ 5 ms, but is very quickly suppressed by the collaps-
ing signal. The latter, however, is different, as shown in the
small inset in the top-right panel of Fig. 4, where the two
ringdown signals are suitably aligned. These differences are
caused by distinct free-fall times of the cores of the HMNSs,
which are shorter in the case of the ultra-softened EOS with
quarks. Although these differences are not large (the relative
difference in the ringdown-frequency is . 25%, yielding an
overlap of only O = 0.92 [50, 51]) they are large enough
to be distinguishable if detected by third-generation GW de-
tectors [52, 53]. As a final remark, we point out that all of
the dynamics reported above is found also when simulating

Quark matter shortens the 
lifetime of post-merger 
supramassive/hypermassive 
     ( uniform / differential ) 
neutron star.

What if the transition is only a smooth crossover?
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Necessary and 
likely behavior 
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nuclear physics? 
A big challenge…
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Caution: 1st-order phase transition is NOT excluded…

Figure 16. (Left) 100 output EoSs predicted from each bagging predictor with a first-order tran-
sition highlighted by the orange thick lines. (Right) Histogram of the first-order phase transitions
in each energy density region of piecewise polytropes.

a weak first-order phase transition with finer bin and its implication on the uncertainty
quantification.

To this end we prepared N = 100 NNs in the bagging outlined in Sec. 4.3. We note
that each NN is trained so as to predict an EoS in response to the real observational data.
Here we use the M -R data of qLMXBs and thermonuclear bursters without the NICER
data. In the left panel of Fig. 16 we show 100 EoSs predicted from 100 independent NNs.
There are 44 EoSs out of 100 that have a first-order phase transition. We highlight the
region of first-order phase transition with orange thick lines in Fig. 16. We remind that the
activation function in the output layer is chosen to be tanh which takes a value over [�1, 1],
and for c2s < � = 0.01 we adjust it to c2s = � and identify a first-order phase transition then.
From this plot we can understand why we increased the number of segments. If we use the
EoS parametrization with 5 segments, weak first-order phase transitions are too strongly
prohibited by coarse discretization.

We also make a histogram in the right panel of Fig. 16 to show a breakdown of the EoS
regions with a first-order phase transition. This histogram counts the number of first-order
transition EoSs in each energy density region. It is interesting to see that the most of the
first-order phase transition is centered around the energy region [202, 272]MeV. On the one
hand, in the lower energy region [150, 202]MeV the first-order phase transition is less likely,
and this tendency is consistent with the fact that a stronger first-order phase transition
in a lower energy region is more disfavored by the two-solar-mass pulsar constraint [97].
In the higher energy region, on the other hand, there are also less EoSs with a first-order
phase transition. One may think that a first-order phase transition would be more allowed
in the higher energy region, but it is not the case in the NN analysis. In Sec. 3.4 we already
discussed that the NN model tends to predict the most conservative value around c2s ⇠ 0.5

in the high energy density regions where the constraints are inadequate. Therefore, the
correct interpretation of the absence of the first-order transition in the high density regions
as shown in Fig. 16 should be, not that our results exclude a first-order transition there,
but merely that the observational data analyzed in our NN method does not favor a first-
order transition there. Another artificial factor in the high energy density region is that

– 28 –

ML inferred EoSs: Fujimoto-Fukushima-Murase (2021)
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Fujimoto-Fukushima-Kyutoku-Hotokezaka (2022-2024)
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Fujimoto-Fukushima-Kyutoku-Hotokezaka (2022-2024)
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Fujimoto-Fukushima-Kyutoku-Hotokezaka (2022-2024)
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Fujimoto-Fukushima-Kyutoku-Hotokezaka (2022-2024)

Discriminable Window

14

FIG. 9. Evolution of the maximum rest-mass density of the system for various models in the CO scenario. The left panel
shows the results for the equal-mass models with di↵erent values of m0. The right panel shows the results for the models with
m0 = 2.75M� with di↵erent values of q. The dotted line indicates the maximum mass of a spherical neutron star for the CO
scenario, that is ⇡ 1.5⇥ 1015 g cm�3.
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FIG. 10. Lifetime of the remnant, tlife, as a function of the total mass of the system, m0, for equal-mass (q = 1) models
(left) and tlife as a function of the mass ratio, q, for m0 = 2.75M� models (right). The large-purple and small-green symbols
represent the results for the CO and PT scenarios, respectively. Results for high (⇡ 190m) and low (⇡ 280m) resolutions are
shown by circles and squares, respectively, for the check of numerical uncertainties.

E. Remnant disk and ejected material

Electromagnetic counterparts to compact binary merg-
ers also provide us with valuable information about the
merger dynamics and the underlying EoS properties. Al-
though the detailed prediction of electromagnetic signals
is out of our current scope, the masses of the remnant
disk and the ejected material serve as a basis for fu-
ture considerations. In particular, because the kilonova
AT 2017gfo, that followed GW170817, is likely to require
massive ejecta of ⇡ 0.05M� [100, 101], the realistic EoS
must leave this amount of material in any form outside
the black hole at the very least. In reality, substantially
larger masses will be required, because the ejection e�-
ciency from the remnant disk is likely to be O(10%) (see,

e.g., Refs. [102–104]).

In this study, we estimate the amount of unbound ma-
terial based on the Bernoulli criterion. That is, the mate-
rial outside the apparent horizon is regarded as unbound
if�hut > 1, and vice versa, where ut is the covariant time
component of the four velocity. It should be cautioned
that this criterion could overestimate the amount of mass
ejection, because the internal energy is not necessarily
converted to the kinetic energy before the fallback. On
another front, the geodesic criterion based on �ut rather
than �hut inevitably underestimates the unbound mass
(see Refs. [105, 106] for further discussions). Precise eval-
uation requires longterm simulations incorporating the r -
process heating [107–109]. Fortunately, this uncertainty
does not a↵ect our discussion about AT 2017gfo, because

GW170817: m0 = 2.75M⊙
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FIG. 6. Gravitational waveform (left) and spectrum (right) for the model 1.4–1.35. The purple and green curves show the results
for the CO and PT scenarios, respectively. The spectrum is presented for a hypothetical distance of 100Mpc and compared
with the design sensitivity of Advanced LIGO (ALIGO) and Einstein Telescope (ET-D) [89]. Wiggles on the spectrum for the
CO scenario is caused by the minor amplitude peak at the moment of black-hole formation.

FIG. 7. Same as the left panel of Fig. 6 but for the models 1.25–1.25 (top left), 1.4–1.4 (top right), 1.55–1.55 (left bottom),
and 1.7–1.7 (right bottom).

Post-merger stage is very challenging to see: 3

have similarly. Figure 1 displays the evolution of the
maximum rest-mass density as function of time for 1.35-
1.35 M� simulations with the DD2F-SF-1 (green) and
the purely hadronic counterpart DD2F (black). The dot-
ted horizontal green lines indicate the onset density ⇢onset
of the phase transition at T = 0 and 20 MeV for beta-
equilibrium. During the inspiral phase the central density
of the stars is below the transition density and the two
systems evolve identically. The two stars merge at about
7 ms and form a single central object associated with a
steep increase of the maximum rest-mass density. For the
quark matter EOS the density rises above the threshold
for the hadron-quark phase transition, reaching the pure
quark matter phase. A quark core forms in the center
of the merger remnant. The mass enclosed inside the
quark matter core comprises about 20–30% of the to-
tal mass. The maximum density in the calculation with
the purely hadronic EOS always remains below that of
DD2F-SF-1. The stronger density increase in the model
with quark matter is a direct consequence of the density
jump across the phase transition and the sti↵ening only
at higher densities.
GW spectrum: The di↵erent evolution of the mergers

with and without phase transition to quark matter is re-
flected in the GW signal. Figure 2 shows the GW spectra
of the cross polarization at a distance of 20 Mpc along the
polar axis comparing the DD2F-SF-1 EOS (green) and
the DD2F EOS (black). During the pre-merger phase
the GW signals reach a maximum frequency of about
1.7 kHz, and the GW spectra are similar below this fre-
quency. The high-frequency content of the spectra is
shaped by the postmerger stage and significant di↵er-
ences between the two simulations are apparent. In par-
ticular, the frequency fpeak of the dominant oscillation
of the postmerger phase is clearly di↵erent. This peak
is a robust and generic feature that occurs in all sim-
ulations which do not directly form a black hole after
merging [32, 98–102].

The frequency of the main peak depends sensitively on
the EOS [98–100, 103]. It has been found [31, 32] that
fpeak scales tightly with radii R of nonrotating cold NSs
for di↵erent fixed binary masses (cf. Figs. 9–12 and 22–
24 in [32]). In turn, these relations fpeak(R) o↵er the
possibility to determine NS radii from a measurement of
the dominant postmerger GW frequency [44–48].

Moreover, during the inspiral phase of NS mergers
finite-size e↵ects are measurable and encoded in the tidal
deformability ⇤ = 2

3k2
�
R
M

�5
with the tidal Love number

k2 [21, 23]. Considering the strong dependence of ⇤ on
NS radii, it is clear that fpeak also correlates with the
tidal deformability of NSs (see Fig. 3 and [104, 105] for
plots with the tidal coupling constant including di↵erent
total binary masses). It is conceivable that ⇤ will be
measured with significantly better precision in future ob-
servations compared to GW170817, which resulted in a
measurement uncertainty on ⇤ of a 1.4 M� NS of about
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FIG. 2: GW spectrum of the cross polarization at a distance
of 20 Mpc along the polar axis comparing the DD2F-SF-1
EOS (green curve) and the DD2F EOS (black curve).

510 at the 90% level [6, 40, 41]. For instance, an event
similar to GW170817 would reduce this error by a factor
of about 3 once the detectors reach their design sensitiv-
ity [22, 24–30]. Similarly, it is expected that the dom-
inant postmerger frequency will be measured to within
a few 10 Hz in future nearby events with the projected
improvements for the current generation of detectors [44–
49].
Observational signature of phase transitions: In Fig. 3

we show the dominant postmerger frequency fpeak as
function of the tidal deformability ⇤1.35 = ⇤(1.35 M�)
for the 1.35-1.35 M� mergers for all EOSs of this study.
As anticipated, fpeak scales tightly with the tidal de-
formability for all EOS models (black symbols). There
is only one exception: the DD2F-SF EOSs lead to signif-
icantly higher peak frequencies of 3.3 kHz to 3.7 kHz
(green symbols). The purely hadronic counterpart of
these EOS models without phase transition yields a peak
frequency of only 3.098 kHz, while the tidal deformability
parameters are identical for both types of EOSs.

Excluding the hybrid models DD2F-SF, ALF2 and
ALF4 we obtain a least square fit

fpeak = (6.486 ⇥ 10�7 ⇤2 � 2.231 ⇥ 10�3 ⇤ + 4.1) kHz ,
(1)

for all purely hadronic EOSs (solid curve in Fig. 3). The
maximum deviation between data (black symbols) and
the fit Eq. (1) is 113 Hz (grey band in Fig. 3), with an
average scatter of 44 Hz [123]. In comparison, for the
DD2F-SF-1 model the peak frequency is 448 Hz above
the value which is expected from the fpeak(⇤) fit for the
given tidal deformability of this EOS.

A deviation of nearly 0.5 kHz is significant also if we
assume a measurement accuracy of the tidal deforma-
bility of 100–200 and of several tens of Hz for the peak

↓ Our crossover case… no difference?

↑ Strong 1st-order 
PT scenario 
Bausewein+ (2018)
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Kilonova brightness: 
ejected mass > 0.05M⊙

 天文月報　2021年 1月18

いう観測ネットワークを組織し，2015年に初めて
重力波が観測されて以来，継続的に重力波天体の
電磁波対応天体の観測を行ってきた [17‒21]．日
本時間2017年8月17日の夜にGW170817の検出
の速報を受け，8月18日の未明にはLIGO（2台）
とVirgoの計3台の干渉計のデータから重力波の
到来方向が30平方度程度と精度良く定まった．
対応天体を発見するには格好のターゲットである
（30平方度というと可視光・赤外線天文学では広
大な領域だが，重力波天体の追観測をしていると
1,000平方度を超えるイベントを見慣れているため，
既に感覚が麻痺してきている）．幸運にもすばる
望遠鏡に超広視野カメラHyper Suprime-Cam
（HSC）が搭載されており，30平方度であれば大
半の領域をカバーできそうである．そうこう考え
ているうちに，J-GEMのメンバーで，すばる望
遠鏡HSCの開発者の一人である内海洋輔氏が驚
くほどのスピードで実際の観測領域を決定してく
れた．
日本時間8月18日の朝，ハワイで日が沈むのを

待ちながら観測の準備を始めた矢先，チリの望遠
鏡による可視光観測によって，40 Mpcの距離に
ある銀河NGC 4993に今まで存在しなかった天体
が発見されたという情報が飛び込んできた．この
時ハワイではまだ15時頃である．これほど地球
の自転の遅さを恨んだ日は人生で後にも先にもな
い．しかし，この時点ではその天体が対応天体か
は分からないため，すばる望遠鏡ではその広視野
サーベイ能力を生かして，なるべく広い領域を観
測することにした．日没後，まずはNGC 4993が
視野に入る領域を観測し，確かに新しい天体が現
れていることが確認できた（図2, [22]）．今思え
ば，これが重力波天体が画像におさめられたのを
初めて見た瞬間だったが，この天体が対応天体か
は定かではなかったこともあり，観測に立ち会っ
たメンバーも 「確かにいるね」 という反応で，大
きな感動はなかったと記憶している．そのまま
HSCでは内海氏のプランに従って重力波到来方

向のサーベイ観測に移った．
その後も J-GEMではNGC 4993に現れた天体

（AT 2017gfo） の追観測を続け，HSCによる観測で
は可視光の明るさが急激に暗くなっていったこと，
南アフリカに設置された名古屋大学 IRSF望遠鏡
での観測では赤外線で10日間にかけて長く輝いた
ことが確認された （図3, [23]）．次章で紹介する通

図2 GW170817の電磁波対応天体．左が Pan- 
STARRS1望遠鏡による合体前の画像で，右が
すばる望遠鏡HSCで8月18日に得られた画像
[22]．対応天体の場所を線で表している．右下
の明るい領域がNGC 4993．画像の大きさはお
よそ1分角．

図3 GW170817の対応天体の光度曲線．横軸は合
体からの日数を表し，縦軸は観測等級（左）と
距離を加味して変換した絶対等級（右）を表
す．大きい点は J-GEMによって得られたデー
タ [23] で， 小さい点は他のグループによって
得られたデータ[24]．線はキロノバの中性子過
剰度が中間の場合（図4）の数値計算結果 [6]．

◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆◇◆欧文研究報告論文賞

AT 2017 gfo

Illustration from Korobkin+ (2021)

Brightness and 
“color” depend on 
the EOS and the 
total mass.
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FIG. 11. Mass of the remnant disk, Mdisk, as a function of the total mass of the system, m0, for equal-mass models (left) and
as a function of the mass ratio, q, for m0 = 2.75M� models (right). The large purple and small green symbols represent the
results for the crossover and phase-transiton scenarios, respectively. Results for high (⇡ 190m) and low (⇡ 280m) resolutions
are shown with circles and squares, respectively, to give an idea of numerical uncertainties.

FIG. 12. Mass of the ejected material, Mej, as a function of the total mass of the system, m0, for equal-mass models (left) and
as a function of the mass ratio, q, for m0 = 2.75M� models (right). The large purple and small green symbols represent the
results for the crossover and phase-transiton scenarios, respectively. Results for high (⇡ 190m) and low (⇡ 280m) resolutions
are shown with circles and squares, respectively, to give an idea of numerical uncertainties.

spin parameter � of the remnant black hole in Table II. In
this study, the spin of the black hole is estimated from the
ratio of the polar to equatorial circumferential radii [117].
Previous numerical experiments suggest that this approx-
imate method is su�cient to characterize the spin magni-
tude and capture overall dependence on binary parame-
ters (see, e.g., Ref. [118]). While measurements based on
the isolated or dynamical horizon may be sophisticated
alternatives [119–121], any method has limitations to its
legitimacy in dynamical spacetimes with mass accretion.

The black hole formed via prompt collapse, which oc-
curs only for equal-mass models in our study, spins as

rapidly as � ⇡ 0.8. This value is largely consistent with
those found in previous studies [91, 92] and significantly
larger than 0.686 found for equal-mass binary black holes
[122]. This is because the finite size of neutron stars ter-
minates the inspiral phase of binary neutron stars ear-
lier than that of binary black holes and accordingly the
angular momentum emission prior to merger is less e�-
cient. Among the cases of prompt collapse, more massive
systems lead to slightly smaller values of �. This is rea-
sonably understood to reflect the high compactness of a
massive neutron star. Binaries with more massive (and
more compact) neutron stars are closer to binary black

Electromagnetic Counterpart
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Consistency with the kilonova tells us a lot!

q = 1

m0 = 2.75M⊙

This situation (1.375+1.375) 
is already ruled out.

Asymmetric mass system 
can still be consistent.
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FIG. 9. Evolution of the maximum rest-mass density of the system for various models in the CO scenario. The left panel
shows the results for the equal-mass models with di↵erent values of m0. The right panel shows the results for the models with
m0 = 2.75M� with di↵erent values of q. The dotted line indicates the maximum mass of a spherical neutron star for the CO
scenario, that is ⇡ 1.5⇥ 1015 g cm�3.
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FIG. 10. Lifetime of the remnant, tlife, as a function of the total mass of the system, m0, for equal-mass (q = 1) models
(left) and tlife as a function of the mass ratio, q, for m0 = 2.75M� models (right). The large-purple and small-green symbols
represent the results for the CO and PT scenarios, respectively. Results for high (⇡ 190m) and low (⇡ 280m) resolutions are
shown by circles and squares, respectively, for the check of numerical uncertainties.

E. Remnant disk and ejected material

Electromagnetic counterparts to compact binary merg-
ers also provide us with valuable information about the
merger dynamics and the underlying EoS properties. Al-
though the detailed prediction of electromagnetic signals
is out of our current scope, the masses of the remnant
disk and the ejected material serve as a basis for fu-
ture considerations. In particular, because the kilonova
AT 2017gfo, that followed GW170817, is likely to require
massive ejecta of ⇡ 0.05M� [100, 101], the realistic EoS
must leave this amount of material in any form outside
the black hole at the very least. In reality, substantially
larger masses will be required, because the ejection e�-
ciency from the remnant disk is likely to be O(10%) (see,

e.g., Refs. [102–104]).

In this study, we estimate the amount of unbound ma-
terial based on the Bernoulli criterion. That is, the mate-
rial outside the apparent horizon is regarded as unbound
if�hut > 1, and vice versa, where ut is the covariant time
component of the four velocity. It should be cautioned
that this criterion could overestimate the amount of mass
ejection, because the internal energy is not necessarily
converted to the kinetic energy before the fallback. On
another front, the geodesic criterion based on �ut rather
than �hut inevitably underestimates the unbound mass
(see Refs. [105, 106] for further discussions). Precise eval-
uation requires longterm simulations incorporating the r -
process heating [107–109]. Fortunately, this uncertainty
does not a↵ect our discussion about AT 2017gfo, because

Fujimoto-Fukushima-Kyutoku-Hotokezaka (2022-2024)

Bright 
Kilonova

No Kilonova

Dark (red) 
Kilonova

In the near future, 
more data should 
be accumulated, 
and then, we can 
say much more!
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Summary

Speed of sound at high density may increase above 
the conformal value.  It would be interesting to 
confirm this by the heavy-ion collision. 

Trace anomaly is going negative and it implies the 
presence of “some” condensates.  Color-super? 

QCD phase transition is detectable through the 
GW signal/kilonova even if it is a smooth crossover. 

GW170817 was such a fine-tuned event.  Mass 
distribution will be determined in the near future.
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