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1 Introduction

As part of the interaction between the solar wind and the Earth’s magnetosphere a fast-
mode bow shock forms upstream of the magnetopause obstacle, where the solar wind flow
decelerates from supersonic to subsonic and the density and magnetic field increase. The
Earth’s bow shock, and the precursor region known as the foreshock, have been studied
by a multitude of missions from pioneering single spacecraft to multi-point and constella-
tion missions. This has given us a uniquely detailed and comprehensive view of the bow
shock, which forms the basis for understanding similar systems, such as other planetary
bow shocks, the shocks upstream of coronal mass ejections and the heliospheric termination
shock. The shape of the Earth’s bow shock, approximately a paraboloid of rotation on the
dayside, combined with the orientation of the interplanetary magnetic field (IMF) results in
a changing magnetic geometry over the shock surface. According to the angle θBn between
the shock normal and the upstream magnetic field direction, shocks are classified as quasi-
perpendicular (θBn > 45◦) or quasi-parallel (θBn < 45◦). Consequently, the shock type varies
around the surface of the bow shock from perpendicular (where the field line is tangent to
the surface), through quasi-perpendicular to quasi-parallel. This sequence in space also cor-
responds in time to the geometry of the contact point on the shock of a field line convecting
with the solar wind (for the nominal Parker spiral angle of the IMF, i.e., 45◦ to the solar wind
direction). This is illustrated in Fig. 1 showing the plane containing the solar wind magnetic
field and velocity. In broad terms, the overall structure of the shock magnetic transition is
controlled by θBn, with a thin, quasi-laminar transition at the quasi-perpendicular shock, and
a broad, turbulent transition at the quasi-parallel shock, as shown in Fig. 1 with typical shock
crossings.

Fig. 1 Schematic representation
of the Earth’s bow shock for a
nominal interplanetary magnetic
field direction. The inserts show
typical shock transition profiles
from the Cluster magnetometer
and upstream ion distributions
from the ISEE plasma instrument
for the quasi-perpendicular
(lower left) and quasi-parallel
(upper left) shock. In the inserts
the scales are 10 nT per major
tick mark for B , and in time
cover an interval of 30 (20)
minutes for the
quasi-perpendicular and
quasi-parallel examples,
respectively

NASA/NRAO/NOAO

5
4

3
2

1
0

x [mm]

2

1

0

-1

-2

y 
[m

m
]

Kuramitsu+ 2011 PRL

Space Astro. Lab.



Electron scale magnetic reconnections  
with Gekko XII laser

Global imaging of cusp and plasmoid and local measurements of 
pure electron outflows.
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From non-relativistic to relativistic phenomena  
using intense short-pulse lasers



Earlier Studies

Ultrea High Energy 

Cosmic Rays

> 1020 eV

(UHECR)

• Chen et al., PRL, 2002

– Wakefield by Alfven waves

– Possible acceleration for 
UHECR

• Lyubarsky, ApJ, 2006

– Plasma radiation pressure in 
Relativistic shock

– Energetic particle acceleration

Wakefield Acceleration in Astrophysics

Origins of cosmic rays
• <1015.5 eV

- Galactic source

- Supernova remnants (SNRs)

- First order Fermi acceleration or diffusive shock 
acceleration (DSA)

- naturally and universally explains cosmic ray 
spectra,  
f (γ) ∝ γ-2

• >1015.5 eV

- Extra galactic source

- not well understood

S. Swordy



Extragalactic cosmic rays
• Possible sources: Relativistic collisionless shocks

- Active galactic nucleus (AGN) jets (γ ~ 10)

- Gamma-ray bursts (γ > 100-1000)

- Pulser wind (γ ~ 106-7)

• A possible mechanism

- wakefield acceleration  
Chen+ 2002 PRL  
Lyubarsky 2006 ApJ 
Hoshino 2008 ApJ 
Kuramitsu+ 2008 ApJL  
… 
Iwamoto+ …

Family of Relativistic ShockFamily of Relativistic Shock

• Extragalactic radio sources (! ~ 10)

• Gamma ray bursts (! > 100)

• Pulsars & Winds (! ~ 106-7)

Crab Nebula

GRB model

AGN jet (M87)
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Wakefield Acceleration By Radiation Pressure In 
Relativistic Shock Waves

1. Shock formation

2. Excitation of electromagnetic (light) waves 

3. Electrostatic field (wakefield) excitation by 
the light

4. Acceleration of particles by the wakefield

Electromagnetic Waves (Bz),

(precursor wave ! laser beam)

Electrostatic Waves (Ex),

(wakefield)

ION

ELECTRON

Pulse like structuresHoshino 2008 ApJ, 1D PIC, shock downstream system

DownstreamUpstream

Two governing parameters
a0: normalized wave amplitud
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Nonthermal electron acceleration  
by turbulent wakefield 

• Assuming large amplitude light waves 
propagating in a plasma,

• Independent of light amplitude ~ a

• Independent of plasma density ~ ωp/ωL 

• Independent of pulse shape

• Universal production of power law spectra 
with an index of ~ -2

• Cyclotron and synchrotron emission free.

Recent progress of laboratory astrophysics with intense lasers 27

Figure 39. Wakefield acceleration due to an intense laser pulse with large spatial scale in a plasma: (a)–(c) the laser electric field, (d)–(f) the electron
number density, and (g)–(i) the wakefield are shown in two-dimensional space; (j)–(l) the electron momenta in the direction parallel to the laser propagation
(x) px are shown in terms of x; (m)–(o) the energy distribution functions of electrons are plotted in both logarithmic scales. The time passes from left to right
panels[120].

as part of the light precursor waves in the astrophysical
shocks.

As mentioned in the introduction, a power law with an
index of –2 is significant in astrophysics, because the index
of cosmic-ray spectra is considered to be –2 and the DSA
explains this well independently of plasma and shock param-
eters as long as the shock is strong. The universality of the
wakefield acceleration has been investigated analytically and
numerically in various conditions[120,129–131,135]. Figure 40
shows the energy distribution functions of electrons by
changing the two governing parameters in astrophysical
conditions as well as the pulse shape, which is also a
governing parameter in the laboratory wakefield accelera-
tion[120]. The self-modulation and filamentation can make
the wakefield turbulent, and in such a field the electrons are
nonthermally accelerated, resulting in a power-law energy

spectra with an index of approximately −2 independent of
the laser and the plasma conditions as long as the laser
intensity is relativistic[120,129], which are the cases of the
light waves excited in the astrophysical shock environments.
The power-law spectrum with an index of –2 owing to
the turbulent wakefield is also universal. Furthermore, as
discussed in the introduction there is no energy loss by
synchrotron emissions because the wakefield acceleration is
longitudinal[116]. Importantly, this model can be proved by
laboratory experiments; only the current and the future laser
facilities can provide such strong light sources. Laboratory
astrophysics provides an alternative, experimental approach
to study high-energy phenomena in the universe.

Ever since the discovery of cosmic rays, a number of
scientists in space physics, astrophysics and plasma physics
have intensively and extensively investigated the origins of
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Kuramitsu + 2008 ApJL, 2D PIC, shock upstream system
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It is impossible to observe this in the universe. 



Model experiments of cosmic ray acceleration  
in laboratories

• Astrophysical situation to be modeled is

1. a large amplitude light pulse (a > 1)

➡Gekko PW  
(100 J, 700 fs, a0 ~ 1.9) 

➡NCU 100 TW  
(3 J, 30 fs, a0 ~ 5.2) 

2. propagating in a plasma.

➡Hollow cylinder implosion with Gekko XII 

➡Gas jet 

• Distribution functions + spatial distribution of plasmas are 
measured with ESM and shadowgraphy, respectively.

• Power law spectra independent of plasma density and intensity. Kuramitsu + in prep.

N 

S 

gas jet 

laser 

22.7 cm 

electron  beam  

54.8 cm 

CCD camera 
shadowgraph 

CCD camera 
Lanex images 

Diameter of collimator：8mm 
 
Diameter of electron image on Lanex：11.31mm (54 pixel) 

NCU 100TW

Kuramitsu + 2012 PoP, PRE



Relativistic shock Laser wakefield

Turbulent filaments

Relativistic  
background ions

Non-relativistic  
background ions

Hard to inject non-relativistic ions  
into relativistic wake.



Relativistic ion acceleration

• Graphene ion acceleration as the first stage

• Wakefield acceleration in the form target as  
the second stage

• Relativistic ion detectors

• Wakefield imaging with nonlinear Thomson 
scattering

• Machine learning on the detector
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a hybrid target composed of SD and NCD foils in tan-
dem was proposed by Yu et al. [33]. In the first stage
of this scheme, a relativistic proton beam is generated
by RPA to produce an intense laser interaction with the
solid foil. In the second stage, this relativistic proton
beam is further accelerated by the LWFA driven by the
same laser pulse. Liu et al. [34] using a density-tailored
(density decreasing) NCD background plasma as a target
in combination with the SD foil for this hybrid scheme.
By gradually decreasing the plasma density, there is a si-
multaneous increase in the phase velocity of the plasma
wave, thus increases the dephasing length. The protons
of the foil only need to be accelerated to sub-relativistic
speeds in the first RPA stage. However, even in this
hybrid scheme, the injection of protons can be realized
only by ultrahigh-intense laser pulses at the peak power
of 10 PW and the peak intensity of I0 ∼ 6.85 × 1021

Wcm−2 (which corresponds to the normalized intensity
of a0 = 50). Although the phase velocity of the excited
wake field is effectively limited in a classically overdense
but relativistically transparent region in the beginning of
this process, a mean proton energy of εp ∼ 100 MeV (the
corresponding speed of proton vp ∼ 0.43c, where c is the
speed of light) is required for efficient injection [34].

There are two optional ranges of parameters for pro-
tons to be trapped by the plasma wave [21]. The first
one corresponds to low laser group velocities, when the
laser intensity is near the margin for the excitation of
RIT a0 ≥ 2n/nc, where a0, n, and nc are the normal-
ized laser field amplitude, plasma density, and critical
density, respectively. In this case, the plasma wave is
so slow that the resonant condition of vlaser ∼ vproton
(where vlaser and vproton indicates the speed of the laser
and the proton, respectively) is easily fulfilled. The other
one corresponds to intense laser pulses, which can induce
a plasma wave for trapping and acceleration of the ions.
In previous studies, the LWFA of protons corresponds to
the latter case, therefore a PW class laser is required.

However, for practical medical applications, a more
compact ion source is necessary. In this study, we pro-
pose a new hybrid acceleration scheme using dual-laser
pulses and a hybrid target composed of SD and NCD foils
(which are easily fabricated). Each pulse has a power
of only tens of TW and a duration of tens of fs. The
2D particle-in-cell (PIC) simulation results show that we
can obtain a proton energy exceeding 100 MeV using the
hybrid RPA-LWFA acceleration scheme. The energetic
protons, which are accelerated by the first laser pulse in
the first RPA stage, are injected into the NCD plasma.
To maximize the proton energy in the first RPA stage,
a vacuum gap is introduced between the SD and NCD
foils. In the second stage, protons are trapped in front
of the second laser pulse and accelerated by the laser-
induced wake field. Sheath acceleration, which depends
on the laser intensity and the NCD foil thickness, is also
important at the end of second stage. To demonstrate
the acceleration scheme, we investigate these cases using
two identical laser pulses in the paper.

FIG. 1. (a) Initial setup with two identical laser pulses and
(b) hybrid target composed of a solid foil (CH) and an NCD
foil (CNF).

The EPOCH code is adopted for simulating the laser-
plasma interactions [26]. Figure 1 shows the initial setup
used to obtain the two identical laser pulses and the hy-
brid target composed of SD (polymer) and NCD foils,
with a vacuum gap in between. A carbon nanotube
(C6+) foam (CNF) target with an electron density of
nncd = 1.0− 4.0nc [27–29] is used for the NCD foil. The
parameters for the first and second Gaussian circularly
polarized (CP) pulses are also shown in Fig. 1. The SD
foil is initially composed of uniform mixture of C6+ and
H+ ions with the same density, neutralized by electron
density of nsd = 200nc. The initial temperature is ∼10
keV. The optimum SD foil thickness (dsd) is determined
by the formula a0/

√
2 = πσ, where σ = nsddsd/ncλ is

the normalized area density for foils thicker than the
plasma skin depth [32]. In our case, since the plasma
skin depth (dskin) is close to the optimum thickness (dopt)
i.e., dskin ∼ dopt ∼ 12 nm, the actual optimum thickness
(dsd=20 nm in our model) obtained in the 2D PIC sim-
ulation is slightly thicker than the estimated value. The
simulation domain (Lx, Ly) = (120 µm, 20 µm) is subdi-
vided into (Nx, Ny) = (60000, 2000) cells with a spatial
grid size of (Dx, Dy) = (2 nm, 10 nm). The SD and the
NCD foils are occupied by 300 and 10 macroparticles per
cell, respectively.
During propagation of the laser pulse in the NCD foil,

electrons are swept out by the ponderomotive force with
C6+ ions mostly remaining near their original positions.
In the first RPA stage, most accelerated protons lag be-
hind the front of the first laser pulse. Without the vac-
uum gap (∆l = 0) between the SD and NCD foils, C6+

ions in the NCD foil decelerate the protons in the first
RPA stage. Moreover, the timing for injection of the sec-
ond laser pulse is also critical to this acceleration mecha-
nism. Incoming of the second pulse should be later than
the injection of the energetic protons into the charge-
neutral NCD foil. Here, the delay time between two laser
pulses ∆t = 180 fs is fixed for optimizing the gap length
∆l (note that one can adjust ∆l by changing ∆t). In

Isayama, Kuramitsu + 2021 PoP
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the second LWFA stage, the second pulse and injected
protons should arrive the NCD foil simultaneously and
both should have almost the same speed for efficient ac-
celeration. The speed of the laser pulse can be adjusted
by changing the NCD foil density [31]. Therefore, the
optimum thickness and density of the NC foil can be de-
termined.

FIG. 2. Comparison of the two-stage RPA-LWFA hybrid ac-
celeration with the RPA or the LWFA for (a) the maximum
proton energy (EH+,max) and (b) the proton energy spectrum.
Two-laser pulses are used for the hybrid acceleration scheme,
but a single-laser pulse with the same energy as the two-pulses
is used for the later two schemes. The following parameters
are used for hybrid acceleration: nncd = 3nc, dncd = 10 µm,
dsd=20 nm and ∆l = 10 µm, for the RPA; I0 ∼ 2.6 × 1020

Wcm−2 and dsd = 28 nm, and the LWFA; I0 ∼ 2.6 × 1020

Wcm−2, nncd = 4nc, dncd = 20 µm, and nc6+ : nH+ = 9 : 1.
Parameters for the RPA and the LWFA are optimized.

Figure 2 shows the maximum proton energy EH+,max

and the proton energy spectrum for two-stage RPA-
LWFA hybrid acceleration, and the RPA or the LWFA
with a single laser pulse. Parameters are optimized for
each case. In Fig. 2 (a), the two-stage acceleration of
protons is clearly shown, where protons are accelerated
to EH,max ∼ 28 MeV by the first RPA between t = 0.15
ps and 0.35 ps, and the LWFA starts from t ∼ 0.35 ps.
The final EH+,max is about three times higher than the
cases of RPA and LWFA. However, as shown in Fig. 2
(b), the energy spectrum is not mono-energetic.

Figure 3 shows the spatial profiles of (a) Ey, (b) Ex,
(c) ne/nc, (d) nC6+/nc, (e) nH+/nc and (f) axis profile of
Ex and EH+ for the case of nncd = 3nc at t = 0.4 µs (in
the LWFA stage). These figures show a strong positive
Ex [Fig. 3 (b) and (f)] in front of the second laser pulse
[Fig. 3 (a)] , which is generated by the charge separation
between the electrons [Fig. 3 (c)] and the carbon ions
[Fig. 3 (d)] , and the carbon ions provide a repulsive
force on the protons. This strong Ex field accelerates the
injected protons in the NCD plasma [Figs. 3 (e) and (f)].
As can be seen in Fig. 3 (a), the second pulse is more
focused (i.e., the waist size becomes smaller) due to the
deformation of the SD foil [Fig. 3 (c)]; the Ex field also
has a small waist (∼ 2.0 µm) [Fig. 3 (b)] can not acceler-
ate all the injected protons continuously. Therefore, the
energy spectrum becomes broad.

Figure 4 shows the time history data of (a) Ey (the

FIG. 3. Spatial profiles of (a) Ey, (b) Ex, (c) ne/nc (electron
density), (d) nC6+/nc (carbon density), (e) nH+/nc (proton
density) and (f) Ex (black line) and EH+ (mean proton energy
on the grid) (blue dots) profile on axis at t = 0.4 µs, using
the same parameters as in Fig. 2.

second laser pulse), (b) Ex, (c) Ee and (d) EH+ profiles
on axis at t = 0.4 ps, and axis profiles of (e) Ex and
EH+ at t = 0.46 µs. As can be seen in Figs. 4 (a), (b)
and (d), protons are trapped in front of the second laser
pulse and accelerated by the LWFA at 0.4 < t < 0.46
ps. In Fig. 4 (a), the speed of the laser is ∼ 0.32c m/s
in the NCD foil. Here, the speed of the laser pulse is
theoretically estimated to be ∼ 0.38c m/s, which is con-
sistent with simulation results. The laser speed is esti-
mated using nncd = 3nc and a0 = 20 in the relativistic
transparency (RT) regime [31] including the self-focusing
effect (the electric field amplitude is enhanced by a fac-
tor of two in our simulation) [30]. Protons with energy
of EH ∼ 28 MeV (vproton ∼ 0.24c) are injected into the
NCD foil, which satisfies the theoretically estimated trap-
ping condition of vthreshold ∼ 0.12c [21]. As a result, the
injected protons are trapped and further accelerated by
the second laser pulse. During the final acceleration stage
(0.46 < t < 0.5 ps), the sheath electric field behind the
NCD foil accelerates the protons. As shown in Fig. 4 (a),
since the second laser pulse is depleted during the inter-
action with the NCD foil, the LWFA no longer works over
the distance of x > dncd = 10 µm, thus, as can be seen
in Figs. 4 (e), sheath acceleration becomes important at
the end of the second LWFA stage (t > 0.45 µs). This
sheath field is generated by the hot electrons ejected from
the SD and the NCD foils [Fig. 4 (c)].

Figure 5 shows the dependence of EH+,max on the (a)

Controlled injection of energetic protons into 
the wakes 

100 TW laser  1 PW laser  

図1. (a)レーザーパルス(Ey)、 (b)㟁子密度(ne/nc)、(c)プロトン平均エネルギーの2次元図と 

(d)加速㟼㟁場(Ex)とプロトンエネルギー(Ep)の㸯次元軸(y=0μm)断㠃図。上段は1段㝵目

(t=0.26 ps)のRPA過程、下段は2段㝵目(t=0.45 ps)のLWFA過程における分布を示している。 

この結果は比較小型なレーザー [エネルギー:Elaser ~ 4.6 ジュール㸦J㸧]を想定している。 

 

 

 

 

 

 

 

 

 

 

 

 

 

本研究ではこれを3次元大型数値計算で検

証し、2段㝵加速の物理の更なる解明を試

みる。研究の核心をなす「問い」は、(a) 

相対論プラズマ中でのイオン波乗り加速

㸦LWFA㸧に㛵する物理、(b) 相対論プラズ

マ中でのパルス自己変調の効果、(c) 複数

パルスによる多段㝵イオン加速に㛵する物

理であり、これらは㧗エネルギー天体プラ

ズマや核融合プラズマなどにも共通する学

術的な「問い」である。また、2次元では

見落とされている多次元効果を含めて、

GeVプロトンが生成可能であるか検証する

必要がある。㸦㸰㸧ᮏ◊✲の┠ⓗおよび学

⾡ⓗ⊂⮬ᛶと創㐀ᛶ 

本研究の目的は、新しいレーザーイオン加速方法により、数100MeV㹼1GeVといった幅広

いエネルギー帯のプロトンを現在のレーザー施設により生成可能にすることである。特に複

数のパルスを用いた多段㝵加速は新しいアイデアであり、2次元数値計算では、現在のレー

ザー施設を用いてGeVに迫る超㧗速イオン生成を確認している。本研究ではこれを3次元大

規模計算で検証する。以上の事が実証されれば、レーザーの小型化が必㡲とされる医療応用

に大きな進展をもたらし、さらには宇宙線加速の謎に迫る新しいレーザー実㦂が可能となる。 

㸦㸱㸧ᮏ◊✲で何をどのように、どこまで᫂らかにしようとするのか 
研究の核心をなす「問い」 に迫る3次元大規模計算を2年計画で行う。1年目は多次元効果

を含めた多段㝵イオン加速のメカニズムとパルス自己変調のイオン加速への影㡪を、幅広い

レーザーエネルギー帯で調査する。2年目は実証実㦂を想定し、実㦂提案のためのデータを

収㞟する。参考文献: [1] A. Macchi, M. Borghesi, and M. Passoni, Rev. Mod. Phys. 85, 711 (2013). 

[2] S. Isayama, et al., submitted to Phys. Plasmas. [3] A. Henig, et al., Phys. Rev. Lett. 103, 245003 

(2009). [4] T. Tajima and J. M. Dawson, Phys. Rev. Lett. 43, 267 (1979). 

図2. (a), (b) 最大プロトンエネルギーの時㛫発展[2つの

パルスと2つのターゲットを用いた新しい2段㝵加速

㸦㯮㸧,  単パルス㸦2つのパルスに相当するレーザーエ

ネルギー㸧を用いた従来の加速方法㸦赤と㟷㸧]。(a)

は比較的小型のレーザー㸦Elaser ~ 4.6 J㸧の場合、(b) は

新しい2段㝵加速方法をJ-KAREN大型レーザー㸦Elaser ~ 

9.1㸧に適用した場合。 
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heating, such as foil disassembly under the thermal pressure of hot
electrons, or debunching of the compressed foil [39], and to dominate
over TNSA. For this purpose, simulations have mostly used circularly
polarized (CP) pulses, for which the ponderomotive force does not
oscillate within a cycle, and electron heating mechanisms such as J!B
heating are in principle suppressed [40]. Recent work has, however,
highlighted hybrid RPA-TNSA regimes using linearly polarized pulses,
where, under appropriate conditions, RPA features dominate the ion
spectra [41], and has investigated the more complex dynamics
associated with RPA of multispecies targets.

Experiments employing ultrathin foils have recently started to
show signatures of RPA acceleration processes, namely effective
acceleration of bulk species [42], spectral peaks [43–45], fast
scaling consistent with LS theoretical predictions [43]. Fig. 3 shows
experimental data from [43] plotted against data from published
2D PIC simulation, and scaling from a simple LS model. The steep
rise in ion energy obtainable by either decreasing the areal density
or increasing the fluence is extremely encouraging. For example,
starting from the experimental data, taken using 100 nm
Cu irradiated at 3!1020 W/cm2, one may be able to reach
100 MeV/nucleon energies by increasing the fluence by a factor
2 and decreasing the target density by a factor 2.5 [43].

5.4. Relativistic transparency regimes

Acceleration regimes in which the target becomes relativisti-
cally transparent to the laser pulse are also of interest, and have
been explored recently in a number of experiments [46–49]. In
these investigations the target areal density is chosen so that the
target is quickly heated by the laser pulse, and the density
decreases below the relativistically corrected critical density near
the peak of the pulse. In this regime the interaction leads to
volumetric heating of the target electrons, and to a consequent
enhancement of the field accelerating the ions. In the Break Out
Afterburner scenario proposed by the Los Alamos group [50], non-
linear processes lead to growth of electromagnetic instabilities,
which further enhances energy coupling into the ions.

Experimental spectra obtained in this regime are generally
broadband, with particle numbers decreasing to a high energy
plateau and show efficient acceleration of the bulk components of
the target. Cut-off energies for C6þ ions from DLC target ranging
from 40 Mev/nucleon [47] to a record 80 MeV/nucleon [49] have

been recently inferred from experimental data. This latter result
employed target cleaning techniques to remove the proton con-
taminants and increase the efficiency of the acceleration of the
bulk species.

Deuteron ions produced in this regime of acceleration have
recently been used to drive, with high efficiency, neutron produc-
tion from nuclear reactions initiated in a secondary Be target [51].

Acknowledgments

The author acknowledges support from EPSRC Grant EP/
K022415/1 and from Projects ELI (Grant no. CZ.1.05/1.1.00/483/
02.0061) and OPVK 3 (Grant no. CZ.1.07/2.3.00/20.0279), and
discussions with/contributions from A. Macchi, M. Passoni, J. Fuchs,
D. Jung, D. Margarone, K. Prise, G. Schettino, P. McKenna and
Z. Najmudin.

References

[1] E.L. Clark, et al., Physical Review Letters 84 (2000) 670.
[2] A. Maksimchuk, et al., Physical Review Letters 84 (2000) 4108.
[3] R.A. Snavely, et al., Physical Review Letters 85 (2000) 2945.
[4] S.C. Wilks, et al., Physics of Plasmas 8 (2001) 542.
[5] P. Mora, Physical Review Letters 90 (2003) 185002.
[6] M. Borghesi, et al., Fusion Science Technology 49 (2006) 412.
[7] H. Daido, M. Nishiuchi, A.S. Pirozkhov, Reports on Progress in Physics

75 (2012) 056401.
[8] A. Macchi, M. Borghesi, M. Passoni, Reviews of Modern Physics 85 (2013)

(751 and references within).
[9] W.L. Kruer, K. Estabrook, Physics of Fluids 28 (1985) 430.
[10] A.J. Mackinnon, et al., Physical Review Letters 88 (2002) 215006.
[11] T. Ceccotti, et al., Physical Review Letters 99 (2007) 185002.
[12] M. Hegelich, et al., Physical Review Letters 89 (2002) 085002.
[13] M. Borghesi, et al., Plasma Physics and Controlled Fusion 50 (2008) 124040.
[14] K. Ogura, et al., Optics Letters 37 (2012) 2868.
[15] K. Zeil, et al., New Journal of Physics 12 (2010) 045015.
[16] K.A. Flippo, et al., Review of Scientific Instruments 79 (2008) 10E534.
[17] A. Macchi, et al., Plasma Physics and Controlled Fusion 55 (2013) 124020.
[18] T. Cowan, et al., Physical Review Letters 92 (2012) 204801.
[19] D. Doria, et al., AIP Advances 2 (2012) 011209.
[20] J. Bin, et al., Applied Physics Letters 101 (2012) 243701.
[21] J. Fuchs, et al., Nature Physics 2 (2006) 48.
[22] L. Robson, et al., Nature Physics 3 (2007) 58.
[23] P. Mora, Physical Review E 72 (2005) 056401.
[24] M. Passoni, M. Lontano, Physical Review Letters 101 (2008) 115001.
[25] M. Passoni, L. Bertagna, A. Zani, New Journal of Physics 12 (2010) 045012.
[26] S. Buffechoux, et al., Physical Review Letters 105 (2010) 015005.
[27] S. Gaillard, et al., Physics of Plasmas 18 (2011) 056710.
[28] D. Margarone, et al., Physical Review Letters 109 (2012) 234801.
[29] S.C. Wilks, W.L. Kruer, M. Tabak, B. Langdon, Physical Review Letters 69 (1992)

1383.
[30] A.P.L. Robinson, et al., Plasma Physics and Controlled Fusion 51 (2009) 024004.
[31] C. Palmer, et al., Physical Review Letters 106 (2011) 014801.
[32] A.P.L. Robinson, R M G M Trines, N.P. Dover, Z. Najmudin, Plasma Physics and

Controlled Fusion 54 (2012) 115001.
[33] L. Silva, et al., Physical Review Letters 9 (2004) 015002.
[34] D. Haberberger, et al., Nature Physics 8 (2012) 95.
[35] T. Esirkepov, et al., Physical Review Letters 92 (2004) 175003.
[36] A.P.L. Robinson, et al., New Journal of Physics 10 (2008) 013021.
[37] A. Macchi, S. Veghini, F. Pegoraro, Physical Review Letters 103 (2009) 085003.
[38] B. Qiao, et al., Plasma Physics and Controlled Fusion 53 (2011) 124009.
[39] B. Qiao, et al., Physical Review Letters 102 (2009) 145002.
[40] A. Macchi, et al., Physical Review Letters 94 (2005) 165003.
[41] B. Qiao, et al., Physical Review Letters 108 (2012) 115002.
[42] A. Henig, et al., Physical Review Letters 103 (2009) 245003.
[43] S. Kar, et al., Physical Review Letters 109 (2012) 185006.
[44] S. Steinke, et al., Physical Review Special Topics – Accelerators and Beams

16 (2013) 011303.
[45] B. Aurand, et al., New Journal of Physics 15 (2013) 033031.
[46] A. Henig, et al., Physical Review Letters 103 (2009) 045002.
[47] B. Hegelich, et al., Nuclear Fusion 51 (2011) 083011.
[48] D. Jung, et al., New Journal of Physics 15 (2013) 023007.
[49] D. Jung, et al., Physics of Plasmas 20 (2013) 083103.
[50] L. Yin, et al., Physical Review Letters 107 (2011) 045003.
[51] M. Roth, et al., Physical Review Letters 110 (2013) 044802.

Fig. 3. LS energy scaling: experimental points (squares) and PIC predictions from
literature (circles) are plotted against the simple ((Iτs#1)2) scaling (dashed line)
and a more extensive model including relativistic effects (solid line) (from [44],
where references are provided for the simulations data shown).

M. Borghesi / Nuclear Instruments and Methods in Physics Research A 740 (2014) 6–9 9



Large-area suspended graphene (LSG)
We have developed a large-area suspended 
graphene (LSG), 

• Thinnest

• Lightest

• Strongest

• Transparent 

• Thickness control at 1 nm by transferring layer by 
layer

• Extremely high thermal and electrical conductivity 
within the layer

• Reasonable

Large-area suspended graphene 3

Figure 2. (a) The SEM images of SLG and (b) the SEM images of 4-L
graphene film suspended on 500 µm hole.

Raman forbidden D (1350 cm�1) and D’ (1620 cm�1) bands120

as the defect provides the missing momentum to satisfy121

momentum conservation in the Raman scattering process.122

Namely, the D (D)́ band represents processes activated by a123

defect-assisted single-phonon intervalley (intravalley) scat-124

tering processes. A 532 nm excitation laser (2.41 eV) is125

implemented in an optical microscope so that the spatial126

resolution of the measurement is about 1 µm.127

3. Results128

To detect impurities, ruptures, folds, voids and discontinu-129

ities of synthesized or transferred graphene on the substrate,130

we performed the scanning electron microscope (SEM)131

image on the suspended graphene. The SEM image of132

500 µm single-layered suspended graphene (SLG) is shown133

in Figure 2(a). This image indicates uniform film without134

contamination. Figure 2(b) shows an SEM image of 500 µm135

4-layered (4-L) suspended graphene. The edge of a ruptured136

sheet was selected to show both graphene and the silicon137

surface. A magnified view at the edge shows continuous138

wrinkles across the suspended and supported area, indicating139

the suspended graphene film is relatively flat across the140

hole boundary. The atomic force microscopy (AFM) in141

the non-contact mode has been employed to characterize142

the topography of the graphene samples. Figure 3(a) and143

(b) demonstrate the AFM height profiles. The horizontal144

and vertical axes show the distance (µm) and height (nm),145

respectively. The AFM images at the edge of a single-146

layered suspended graphene is shown to demonstrate the147

height difference between the graphene surface and the148

substrate. The white line marks the cross-section across the149

graphene and silicon substrate with a height difference of150

around 1 nm, suggesting a single-layered graphene film as151

shown in Figure 3(a), while the cross-section across the152

4-layered graphene is about 4 nm as shown in Figure 3(b).153

Figure 3. The AFM image and cross-section profile at the edge of (a)
SLG and (b) 4-L suspended graphene film, respectively. (c) Raman spectra
acquired along a line in a four-layered graphene suspended across a 250
micron hole.

To determine the quality of the SLG and 4-L suspended 154

graphene obtained, we performed Raman measurement on 155

the suspended graphene [Figure 3(c)]. Both SLG and 4-L 156

suspended graphene films exhibit low defect density (low 157

D band), implying high crystallinity of graphene film. Fig- 158

ure 3(c) shows an example of Raman spectra acquired along 159

a line on a four-layered graphene suspended across a 250 160

micron hole. The D band is relatively low compared to the 161

G band, indicating low defect density. The 2D/G ratio is 162

lower than 1, indicating multiple layered graphene. Overall 163

the similar intensities in the G and 2D show good uniformity 164

of the suspended graphene in a large area. 165

The above data shows large area, controllable and rela- 166

tively clean suspended graphene samples can be routinely 167

prepared. This atomic thin graphene film with high purity 168

and quality is expected to produce a controllable proton 169

beam. 170

4. Discussions and summary 171

We have produced a large-area (500 µm) suspended graphene 172

as a target of energetic ion beam produced with an intense 173

laser pulse, such as the NCU 100 TW laser facility. Based on 174

SEM, AFM and Raman spectroscopy characterization, the 175

surface flatness, thickness, i.e., the number of layers, and the 176

quality of graphene have been confirmed. 177

We have produced suspended graphene on the substrate 178

with many holes with different diameters. By using a 2- 179

axis motorized stage in the vacuum chamber and the target 180
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Figure 2. (a) The SEM images of SLG and (b) The SEM images of 4-L
graphene film suspended on 500 µm hole.

cm−1) and D’ ( 1620 cm−1) bands as the defect provides
the missing momentum to satisfy momentum conservation
in the Raman scattering process. Namely, the D (D)́ band
represents processes activated by a defect assisted single-
phonon intervalley (intravalley) scattering processes. A 532
nm excitation laser (2.41 eV) is implemented in an optical
microscope so that the spatial resolution of the measurement
is about 1 µm.

3. Results
To detect impurities, ruptures, folds, voids and discontinu-
ities of synthesized or transferred graphene on the substrate,
we performed the scanning electron microscope (SEM)
image on the suspended graphene. The SEM image of
500 µm single layered suspended graphene (SLG) is shown
in Fig. 2 (a). This image indicates uniform film without
contamination. Figure 2 (b) shows an SEM image of 500 µm
4-layered (4L) suspended graphene. The edge of a ruptured
sheet was selected to show both graphene and the silicon
surface. A magnified view at the edge shows continuous
wrinkles across the suspended and supported area, indicating
the suspended graphene film is relatively flat across the
hole boundary. The atomic force microscopy (AFM) in
the non-contact mode has been employed to characterize
the topography of the graphene samples. Figures 3 (a) and
(b) demonstrate the AFM height profiles. The horizontal
and vertical axes show the distance (µm) and height (nm),
respectively. The AFM images at the edge of a single layered
suspended graphene is shown to demonstrate the height
difference between the graphene surface and the substrate.
The white line marks the cross section across the graphene
and silicon substrate with a height difference of around 1 nm,
suggesting a single-layered graphene film as shown in Fig.
3 (a), while the cross section across the 4-layered graphene
is about 4 nm as shown in Fig. 3 (b). To determine the
quality of the SLG and 4-L suspended graphene obtained, we
performed Raman measurement on the suspended graphene

Figure 3. The AFM image and cross section profile at the edge of (a)
SLG and (b) 4-L suspended graphene film, respectively. (c) Raman spectra
acquired along a line in a four layered graphene suspended across a 250
micron hole.

[Fig. 3 (c)]. Both SLG and 4-L suspended graphene films
exhibit low defect density (low D band), implying high
crystalline of graphene film. Figure 3 (c) shows an example
of Raman spectra acquired along a line on a four layered
graphene suspended across a 250 micron hole. The D band is
relatively low compared to the G band, indicating low defect
density. The 2D/G ratio is lower than 1, indicating multiple
layered graphene. Overall the similar intensities in the G and
2D show good uniformity of the suspended graphene in large
area.

The above data shows large area, controllable and rela-
tively clean suspended graphene samples can be routinely
prepared. This atomic thin graphene film with high purity
and quality is expected to produce a controllable proton
beam.

4. Discussions and summary

We have produced a large-area (500 µm) suspended
graphene as a target of energetic ion beam produced with
an intense laser pulse, such as the NCU 100 TW laser
facility. Based on SEM, AFM, and Raman spectroscopy
characterization, the surface flatness, thickness , i.e., the
number of layers, and the quality of graphene have been
confirmed.

We have produced suspended graphene on the substrate
with many holes with different diameters. By using a 2-
axis motorized stage in the vacuum chamberand the target
monitors, we can shoot many graphene targets without
opening the chamber. This is a still slow process since we
have to make sure the target position at each shot. Although
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Measurement of the Elastic
Properties and Intrinsic Strength
of Monolayer Graphene
Changgu Lee,1,2 Xiaoding Wei,1 Jeffrey W. Kysar,1,3 James Hone1,2,4*

We measured the elastic properties and intrinsic breaking strength of free-standing monolayer
graphene membranes by nanoindentation in an atomic force microscope. The force-displacement
behavior is interpreted within a framework of nonlinear elastic stress-strain response, and yields
second- and third-order elastic stiffnesses of 340 newtons per meter (N m−1) and −690 N m−1,
respectively. The breaking strength is 42 N m−1 and represents the intrinsic strength of a
defect-free sheet. These quantities correspond to a Young’s modulus of E = 1.0 terapascals,
third-order elastic stiffness of D = –2.0 terapascals, and intrinsic strength of sint = 130 gigapascals
for bulk graphite. These experiments establish graphene as the strongest material ever measured,
and show that atomically perfect nanoscale materials can be mechanically tested to deformations
well beyond the linear regime.

In 1921, Griffith published a groundbreaking
study on the fracture of brittle materials that
established the relationship between the change

of potential energy of a brittle system with crack
growth and the free energy of a newly created
surface (1). As a result of this insight, Griffith
deduced that the actual breaking strength of a
brittle material is governed by the sizes of de-
fects and flaws within the material, rather than
the intrinsic strength of its atomic bonds. To
emphasize the point, Griffith wrote that “in the
limit, in fact, a fiber consisting of a single line of
molecules must possess the theoretical molecu-
lar tensile strength,” the maximum stress that
can be supported by the material prior to failure
in a pristine material without defects, here denoted
as the intrinsic strength. He then proceeded to
experimentally estimate the intrinsic tensile strength
by measuring the breaking strength of a series of
glass fibers with progressively smaller diameters
and extrapolating the results to an atomic radius.
He extrapolated an intrinsic strength of about
E/9, where E is the elastic stiffness (Young’s mod-
ulus) of the material under uniaxial tension. The
concepts related to fracture have been well de-
veloped in the intervening decades; however, a
direct and repeatable measurement of the in-

trinsic breaking strength of a material has re-
mained elusive. We probed the intrinsic strength
of monolayer graphene, as well as its linear and
nonlinear elastic properties.

Graphene, which consists of a two-dimensional
(2D) sheet of covalently bonded carbon atoms,
forms the basis of both 3D graphite and 1D car-
bon nanotubes. Its intrinsic strength, predicted to
exceed that of any other material (2), motivates
the use of carbon-fiber reinforcements in ad-
vanced composites, and may permit such exotic
structures as a “space elevator” if macroscopic
fibers close to the theoretical strength can be
realized. However, the intrinsic strength of this
material has still not been definitively measured

because of the inevitable presence of defects and
grain boundaries in macroscopic samples. In the
past few years, multiple studies (3–10) of car-
bon nanotubes have confirmed their high stiff-
ness and strength. However, determination of these
quantities has been difficult because of uncer-
tainty in the sample geometry, stress concentra-
tion at clamping points, structural defects, and
unknown load distribution among shells in mul-
tiwalled nanotubes. Recent experimental ad-
vances (11) now permit the study of individual
graphene sheets. We used atomic force micro-
scope (AFM) nanoindentation to measure the
mechanical properties of monolayer graphene
membranes suspended over open holes. This
technique has recently been used to study multi-
layer graphene (12, 13) and offers three impor-
tant advantages over experiments on nanotubes:
The sample geometry can be precisely defined,
the 2D structure is less sensitive to the presence
of a single defect, and the sheet is clamped around
the entire hole circumference, as opposed to two
points in the case of nanotubes.

For this study, a 5-by-5-mm array of circular
wells (diameters 1.5 mm and 1 mm, depth 500 nm)
was patterned onto a Si substrate with a 300-nm
SiO2 epilayer by nanoimprint lithography and
reactive ion etching (Fig. 1). Graphite flakes were
then mechanically deposited onto the substrate
(14). Optical microscopy was used to find flakes
of monolayer graphene, whose thicknesses were
confirmed with Raman spectroscopy (15) (fig.
S1). Figure 1A shows a monolayer flake depos-
ited over many circular wells to form a series of
free-standing membranes. Noncontact mode
AFM imaging (Fig. 1B) confirmed that the

1Department of Mechanical Engineering, Columbia Uni-
versity, New York, NY 10027, USA. 2Defense Advanced
Research Projects Agency Center for Integrated Micro/Nano-
Electromechanical Transducers (iMINT), Columbia University,
New York, NY 10027, USA. 3Center for Nanostructured Ma-
terials, Columbia University, New York, NY 10027, USA.
4Center for Electronic Transport in Molecular Nanostructures,
Columbia University, New York, NY 10027, USA.

*To whom correspondence should be addressed. E-mail:
jh2228@columbia.edu

Fig. 1. Images of sus-
pended graphene mem-
branes. (A) Scanning
electron micrograph of a
large graphene flake span-
ning an array of circular
holes 1 mm and 1.5 mm
in diameter. Area I shows
a hole partially covered
by graphene, area II is fully
covered, and area III is
fractured from indenta-
tion. Scale bar, 3 mm. (B)
Noncontact mode AFM
image of one membrane,
1.5 mm in diameter. The
solid blue line is a height
profile along the dashed
line. The step height at the
edge of the membrane is
about 2.5 nm. (C) Schematic of nanoindentation on suspended graphene membrane. (D) AFM image of
a fractured membrane.
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J-KAREN experiments
• 800 nm, 30 fs, 10J, 0.1 Hz, F/1.35, 5e21 W/cm2

• Without plasma mirror

• Oblique incidence (10 and 45 degrees)

• Targets

- 2, 4, and 8 layer LSGs

Kuramitsu+ Sci. Rep. 2022 



Defocused sub-relativistic laser intensities 

• Thomson parabola spectrometer with 4 layer 
LSGs

(a) 2.78 e17 Wcm-2  
(b) 7.15 e17 Wcm-2  
(c) 1.25 e18 Wcm-2

• MeV protons and carbons at sub-relativistic 
intensities

• Twice proton energy than carbon per Z

➡Acceleration by the same potential field

3

FIG. 2. High contrast defocused shots: energy de-
pendence. TPS images from three successive 4L-LSG tar-
get shots with increasing laser energies with (a) 4.40 J mea-
sured before the compression chamber, corresponding inten-
sity I = 2.78 × 1017 Wcm−2, where the 32% enclosed en-
ergy is taken into account [22], and the normalized intensity
a0 = 0.363, (b) 11.3 J, 7.15 × 1017 Wcm−2, a0 = 0.582, and
(c) 19.7 J, 1.25 × 1018 Wcm−2, a0 = 0.768. (d) and (e)
show the energy distribution functions of protons and C6+

after subtracting the background signals as discussed in the
Supplementary information. (f) and (g) show the maximum
energies of protons and carbons (C4+–C6+), and the maxi-
mum energies divided by the charge state Z, respectively.

gies. Figure 2 (a) corresponds to the lowest intensity shot
among all the shots in the two experimental campaigns.
Using LSG, even with sub-relativistic laser pulse can pro-
duce MeV protons and carbons. The energy distribution
functions are evaluated as in Supplementary Figure 1.
Note that as shown in Supplementary Figure 2, there
are also about 30% oxygen ions. The oxygen ion energy
tends to be lower than carbon energy as well as the num-
ber. While for the lower intensity shots in Fig. 2 (a) and
(b), the lower Z carbons (C1+ and C2+) are recognized,
for the higher intensity shot in Fig. 2 (c) they are not
clear. In contrast, higher Z carbons (C6+) are not recog-
nized in Fig. 2 (a). The proton and carbon energies are
the higher for the higher laser energy at sub-relativistic
intensity as in Figs.2 (d) and (e). Note that the MCP
and phosphor voltages are higher for Fig. 2 (a) and (b);
the signal level is too high so that the carbon and oxygen

lines are overlapped, and thus we reduce the voltages for
higher energy shot in Fig. 2 (c). This is nothing to do
with the evaluation of ion energy, but just relevant to the
saturation level seen in lower energy part of the distribu-
tion functions as discussed in Supplementary Figure 1.
When the protons and carbons are accelerated by the

same potential field, which is most of the case in laser ion
acceleration, the carbon energy is Z times larger than
that of proton due to the difference of charge-to-mass
ratio as,

1

2
miv

2
i = Zieφ, (1)

where mi is the ion mass, vi is the ion velocity, Zi is the
charge state, e is the element charge, and φ is the elec-
tric potential accelerating the ions. Figure 2 (f) shows
the maximum ion energies Ei ≡ mv2i /2 in terms of the
normalized intensity a0, where the higher intensity re-
sults in the higher ion energy. The higher Z tends to
have the higher energy as expected by Eq. (1). As seen
in Fig. 2 (g), while the carbon ions with different charge
states have similar values in Ei/Zi, the proton energy is
higher than that of carbon. This will be discussed later
with particle-in-cell (PIC) simulations.
We have also tested the different thickness of LSGs.

The thickness dependence is shown in Supplementary
Figure 3. At the defocused non-relativistic intensity, the
optimal target thickness for radiation pressure acceler-
ation (RPA) ranges from a few nm to ∼ 30 nm [23].
Although there are not many shots, the thickness depen-
dence at this regime seems weak.
High contrast best focus shots. Figure 3 shows the

same plots as Fig. 2 except for 8-layer LSG, i.e., 8 nm
thick targets at the best focus. By comparing Fig. 3 (a)–
(c) with Figs. 2 (a)–(c), while overall low Z signals are
weaker for the best focus shots, it is consistent that the
higher laser energy and intensity results in the higher ion
energies. Note that while Fig. 2 is 4-layer LSG, Fig. 3
corresponds to 8-layer LSG. However, as shown in Sup-
plementary Figure 3, at least at the non-relativistic in-
tensity the thickness dependence on the ion acceleration
is weak. The energy distribution functions in Figs. 3 (d)
and (e) show about twice higher energies than those of
defocused shots in Figs 2 (d) and (e). In Figs 3 (f) and (g)
the maximum C6+ energy for the middle intensity, corre-
sponding to Fig. 3 (b), shows lower energy than those of
C4+ and C5+. We estimate the maximum energies once
the standard deviation exceeds the mean, and thus, it
is hard to precisely determine the maximum energy for
weak disconnected signals as in Fig. 3 (b). At the best fo-
cus, the intensity is orders of magnitude higher than that
of the defocused shots, however, the proton and carbon
energies are just about twice higher than the defocused
cases. This indicates that the target thickness of 8 nm is
too thin at I ∼ 5×1021 Wcm−2. The optimum thickness
can be a0 times thicker than the values discussed in the

(d)

3

FIG. 2. High contrast defocused shots: energy de-
pendence. TPS images from three successive 4L-LSG tar-
get shots with increasing laser energies with (a) 4.40 J mea-
sured before the compression chamber, corresponding inten-
sity I = 2.78 × 1017 Wcm−2, where the 32% enclosed en-
ergy is taken into account [22], and the normalized intensity
a0 = 0.363, (b) 11.3 J, 7.15 × 1017 Wcm−2, a0 = 0.582, and
(c) 19.7 J, 1.25 × 1018 Wcm−2, a0 = 0.768. (d) and (e)
show the energy distribution functions of protons and C6+

after subtracting the background signals as discussed in the
Supplementary information. (f) and (g) show the maximum
energies of protons and carbons (C4+–C6+), and the maxi-
mum energies divided by the charge state Z, respectively.

gies. Figure 2 (a) corresponds to the lowest intensity shot
among all the shots in the two experimental campaigns.
Using LSG, even with sub-relativistic laser pulse can pro-
duce MeV protons and carbons. The energy distribution
functions are evaluated as in Supplementary Figure 1.
Note that as shown in Supplementary Figure 2, there
are also about 30% oxygen ions. The oxygen ion energy
tends to be lower than carbon energy as well as the num-
ber. While for the lower intensity shots in Fig. 2 (a) and
(b), the lower Z carbons (C1+ and C2+) are recognized,
for the higher intensity shot in Fig. 2 (c) they are not
clear. In contrast, higher Z carbons (C6+) are not recog-
nized in Fig. 2 (a). The proton and carbon energies are
the higher for the higher laser energy at sub-relativistic
intensity as in Figs.2 (d) and (e). Note that the MCP
and phosphor voltages are higher for Fig. 2 (a) and (b);
the signal level is too high so that the carbon and oxygen

lines are overlapped, and thus we reduce the voltages for
higher energy shot in Fig. 2 (c). This is nothing to do
with the evaluation of ion energy, but just relevant to the
saturation level seen in lower energy part of the distribu-
tion functions as discussed in Supplementary Figure 1.
When the protons and carbons are accelerated by the

same potential field, which is most of the case in laser ion
acceleration, the carbon energy is Z times larger than
that of proton due to the difference of charge-to-mass
ratio as,

1

2
miv

2
i = Zieφ, (1)

where mi is the ion mass, vi is the ion velocity, Zi is the
charge state, e is the element charge, and φ is the elec-
tric potential accelerating the ions. Figure 2 (f) shows
the maximum ion energies Ei ≡ mv2i /2 in terms of the
normalized intensity a0, where the higher intensity re-
sults in the higher ion energy. The higher Z tends to
have the higher energy as expected by Eq. (1). As seen
in Fig. 2 (g), while the carbon ions with different charge
states have similar values in Ei/Zi, the proton energy is
higher than that of carbon. This will be discussed later
with particle-in-cell (PIC) simulations.
We have also tested the different thickness of LSGs.

The thickness dependence is shown in Supplementary
Figure 3. At the defocused non-relativistic intensity, the
optimal target thickness for radiation pressure acceler-
ation (RPA) ranges from a few nm to ∼ 30 nm [23].
Although there are not many shots, the thickness depen-
dence at this regime seems weak.
High contrast best focus shots. Figure 3 shows the

same plots as Fig. 2 except for 8-layer LSG, i.e., 8 nm
thick targets at the best focus. By comparing Fig. 3 (a)–
(c) with Figs. 2 (a)–(c), while overall low Z signals are
weaker for the best focus shots, it is consistent that the
higher laser energy and intensity results in the higher ion
energies. Note that while Fig. 2 is 4-layer LSG, Fig. 3
corresponds to 8-layer LSG. However, as shown in Sup-
plementary Figure 3, at least at the non-relativistic in-
tensity the thickness dependence on the ion acceleration
is weak. The energy distribution functions in Figs. 3 (d)
and (e) show about twice higher energies than those of
defocused shots in Figs 2 (d) and (e). In Figs 3 (f) and (g)
the maximum C6+ energy for the middle intensity, corre-
sponding to Fig. 3 (b), shows lower energy than those of
C4+ and C5+. We estimate the maximum energies once
the standard deviation exceeds the mean, and thus, it
is hard to precisely determine the maximum energy for
weak disconnected signals as in Fig. 3 (b). At the best fo-
cus, the intensity is orders of magnitude higher than that
of the defocused shots, however, the proton and carbon
energies are just about twice higher than the defocused
cases. This indicates that the target thickness of 8 nm is
too thin at I ∼ 5×1021 Wcm−2. The optimum thickness
can be a0 times thicker than the values discussed in the
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Best focus relativistic laser intensities 

• Thomson parabola spectrometer with 8-
layer LSGs

(a) 1.06 e21 Wcm-2  
(b) 2.86 e21 Wcm-2  
(c) 4.83 e21 Wcm-2

• ~15 MeV protons and ~ 60 MeV carbons

• Without plasma mirror

4

FIG. 3. High contrast best focus shots: energy de-
pendence. Same as Fig. 2 except for 8-layer LSG with best
focus: (a) 4.24 J, I = 1.06× 1021 Wcm−2, a0 = 22.5, (b) 11.4
J, 2.86 ×1021 Wcm−2, a0 = 36.8, and (c) 19.3 J, 4.83 ×1021

Wcm−2, a0 = 47.9.

defocus case.

Figure 4 (a)–(c) shows the TPS images from three suc-
cessive nominally identical shots with 8-layer LSG at the
best focus with laser energy ∼ 20 J. Note that Fig. 4 (a) is
the same shot as in Fig. 3 (c). Although Fig. 4 (c) shows
slightly lower energy, all the shots show similar signals.
Figures 4 (d) and (e) show the etched pits of protons and
mostly carbons, respectively. The details on the stack de-
tector are found in Supplementary information and the
proton and carbon stopping energies are listed in Supple-
mentary Table I and II, respectively. The stack detector
accumulates all the 8-layer LSG shots including Figs. 3
and 4. As shown in Fig. 3 the higher laser energy results
in the higher ion energies, and from the proton energy
distribution functions in Fig. 3 (d), the highest energy
proton pits observed in the stack detector (12.2 ∼ 13.2
MeV) in Fig. 4 (e) come from the highest intensity shots
of Figs. 4 (a)–(c). The proton energy observed with stack
detector is slightly lower than that of TPS. This is due
to the detecting angle of each detector. We will discuss
this with PIC simulation later.

Although the energy resolution of carbon with the
stack detector is large at law carbon energy (14 ∼ 94
MeV), the carbon energies measured with the TPS in

FIG. 4. High contrast best focus shots: reproducibil-
ity. Three successive nominally identical shots with 8-layer
LSG: (a) the same shot as in Fig. 3 (c), 19.3 J, 4.83 ×1021

Wcm−2, a0 = 47.9, (b) 18.2 J, 4.55 ×1021 Wcm−2, a0 = 46.6,
and (c) 19.2 J, 4.81 × 1021 Wcm−2, a0 = 47.8. The ion pits
on CR-39 in stack detector: (d) the carbon pits on the first
CR-39 covered with a 12 µm aluminum foil with the energy
range between 14 and 94 MeV, and (e) the proton pits on the
second CR-39 with the aluminum foil and two RCFs, corre-
sponding to the energy of 12.2 ∼ 13.2 MeV.

Fig. 3 (e), where the maximum carbon energy ∼ 60
MeV, is consistent with the stack result. From Fig. 3 (f),
the carbon pits in Fig. 4 (e) come not only from the
higher intensity shots in Figs. 4 (a)–(c), but also from
the middle intensity shot in Fig. 3 (b). Although It
is not trivial to count the number of carbon pits in
Fig. 4 (e) since there are many ions and the pits over-
lap each other, the number of carbon pits in 10 µm
square region is typically ∼ 10. From this we can es-
timate how many carbons from the LSG accelerated as
follows. The solid angle of the 10 µm square region of
the stack detector located 157 cm away from the laser
focal spot is ∼ (10−3)2/1572 = 4.06×10−11 sr, and thus,
10/(4.06 × 10−11) = 2.46 × 1011 atoms/sr. As shown in
Fig. 1, the TPS and the stack detector are located with
an angle of 45 degrees. The ions are accelerated over the
angle at least 45 degrees, and the solid angle for the cone
with 45/2 degrees is 0.478 sr. The number of carbon ions
within the cone is 2.46× 1011 × 0.478 = 1.77× 1011. The
areal carbon density of graphene is σ = 3.82×1015 cm−2,
and assuming the accelerated graphene area of πr2, for 4
shots of 8-layer LSG, 32× πr2 × σ = 1.77× 1011. There-
fore, r = 6.79 µm in order to account for the number
of observed carbon pits. In reality there are also oxygen
ions, which tend to reduce the radius, and some of the

Kuramitsu+ Sci. Rep. 2022 



Laser-driven ion acceleration with large-area 
suspended graphene

• Direct irradiations of the LSG targets 
generate MeV protons and carbons 

• From sub-relativistic to relativistic laser 
intensities 

• From low contrast to high contrast conditions 

• All the graphene carbons are accelerated.  
➡ Extremely high acceleration efficiency

Kuramitsu+ Sci. Rep. 2022 
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FIG. 3. High contrast best focus shots: energy de-
pendence. Same as Fig. 2 except for 8-layer LSG with best
focus: (a) 4.24 J, I = 1.06× 1021 Wcm−2, a0 = 22.5, (b) 11.4
J, 2.86 ×1021 Wcm−2, a0 = 36.8, and (c) 19.3 J, 4.83 ×1021

Wcm−2, a0 = 47.9.

defocus case.

Figure 4 (a)–(c) shows the TPS images from three suc-
cessive nominally identical shots with 8-layer LSG at the
best focus with laser energy ∼ 20 J. Note that Fig. 4 (a) is
the same shot as in Fig. 3 (c). Although Fig. 4 (c) shows
slightly lower energy, all the shots show similar signals.
Figures 4 (d) and (e) show the etched pits of protons and
mostly carbons, respectively. The details on the stack de-
tector are found in Supplementary information and the
proton and carbon stopping energies are listed in Supple-
mentary Table I and II, respectively. The stack detector
accumulates all the 8-layer LSG shots including Figs. 3
and 4. As shown in Fig. 3 the higher laser energy results
in the higher ion energies, and from the proton energy
distribution functions in Fig. 3 (d), the highest energy
proton pits observed in the stack detector (12.2 ∼ 13.2
MeV) in Fig. 4 (e) come from the highest intensity shots
of Figs. 4 (a)–(c). The proton energy observed with stack
detector is slightly lower than that of TPS. This is due
to the detecting angle of each detector. We will discuss
this with PIC simulation later.

Although the energy resolution of carbon with the
stack detector is large at law carbon energy (14 ∼ 94
MeV), the carbon energies measured with the TPS in

FIG. 4. High contrast best focus shots: reproducibil-
ity. Three successive nominally identical shots with 8-layer
LSG: (a) the same shot as in Fig. 3 (c), 19.3 J, 4.83 ×1021

Wcm−2, a0 = 47.9, (b) 18.2 J, 4.55 ×1021 Wcm−2, a0 = 46.6,
and (c) 19.2 J, 4.81 × 1021 Wcm−2, a0 = 47.8. The ion pits
on CR-39 in stack detector: (d) the carbon pits on the first
CR-39 covered with a 12 µm aluminum foil with the energy
range between 14 and 94 MeV, and (e) the proton pits on the
second CR-39 with the aluminum foil and two RCFs, corre-
sponding to the energy of 12.2 ∼ 13.2 MeV.

Fig. 3 (e), where the maximum carbon energy ∼ 60
MeV, is consistent with the stack result. From Fig. 3 (f),
the carbon pits in Fig. 4 (e) come not only from the
higher intensity shots in Figs. 4 (a)–(c), but also from
the middle intensity shot in Fig. 3 (b). Although It
is not trivial to count the number of carbon pits in
Fig. 4 (e) since there are many ions and the pits over-
lap each other, the number of carbon pits in 10 µm
square region is typically ∼ 10. From this we can es-
timate how many carbons from the LSG accelerated as
follows. The solid angle of the 10 µm square region of
the stack detector located 157 cm away from the laser
focal spot is ∼ (10−3)2/1572 = 4.06×10−11 sr, and thus,
10/(4.06 × 10−11) = 2.46 × 1011 atoms/sr. As shown in
Fig. 1, the TPS and the stack detector are located with
an angle of 45 degrees. The ions are accelerated over the
angle at least 45 degrees, and the solid angle for the cone
with 45/2 degrees is 0.478 sr. The number of carbon ions
within the cone is 2.46× 1011 × 0.478 = 1.77× 1011. The
areal carbon density of graphene is σ = 3.82×1015 cm−2,
and assuming the accelerated graphene area of πr2, for 4
shots of 8-layer LSG, 32× πr2 × σ = 1.77× 1011. There-
fore, r = 6.79 µm in order to account for the number
of observed carbon pits. In reality there are also oxygen
ions, which tend to reduce the radius, and some of the

Irradiating the thinnest target by the highest intenstiy laser without plasma 
mirror to demonstrate robustness of LSG ➡ Not optimized yet!
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1. LSG optimization to J-KAREN laser
2. J-KAREN optimization to LSG
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1. LSG optimization to J-KAREN laser
Energy scaling against LSG thickness

Proton Carbon 

T. Minami et al, in preparation. 

23

• Proton energies are slightly lower than the PIC expectations. 
• Carbon energies agree very well with the PIC simulations. 
• Note that no prepulse is considered. 



1. LSG optimization to J-KAREN laser
Energy scaling against LSG thickness

• PIC results with higher intensity 1022 or 1023 W/cm2 predict higher ion energies.
• Over GeV proton with 1023 W/cm2, and carbons with 1022 W/cm2.

Carbon 

T. Minami et al, in preparation. 
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Proton 

Confidential



2. J-KAREN optimization to LSG
Top 1% proton energy vs laser pulse duration from 2D PIC

F/1.3 F/3

Peak at ! = 160 fs  
independent of target thickness

Peak at ! = 320 fs  
independent of target thickness

Suzuki+ JPS 2022 fall
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2. J-KAREN optimization to LSG
Multi-stage scintillation counter

• First demonstration of multi-stage 
scintillation counter in laser ion 
acceleration.

• Yet the time of flight measurement 
only. 

• Experimental proton energies 
decrease for longer pulse duration > 
160 fs. 

• Higher proton energies than PIC ~ 
160 fs. 

• Indicating the laser intensity is not 
essential in the extremely thin target 
regime. 

 PIC simulations

Abe + in preparation 

8 layer LSG with F/3



Energy frontier with LFEX laser  
and machine learning

• 1053 nm, 1.5 ps, F/10, 700 J 
per beam, 1e19 W/cm2

• Without plasma mirror

• Normal incidence

• Targets

- 8 and 16 layer LSGs

Minami + submitted



To resolve ion energy using CR-39
CR-39 stack

• To obtain ion spectra with CR-39 stack, it is required to find etch pits in large 
amounts of microscope images.

• ~10 CR-39 in 1 stack, ~10,000 microscope images in 1 CR-39 sheet
• Millions of images should be analyzed in 1 experiment series.

Ion injection

CR-39 Moderator

Filter
Carbon 1 GeV
Proton 50 MeV Proton 75 MeV Proton 100 MeV

Carbon 1.6 GeV Carbon 2.2 GeV

…

Minami + submitted



Automation of ion pit analyses with machine 
learning (ML)

(b) Smoothing(blurring)

(a) Load an image

(c) Binarization

(d) Outline extraction

(e) Classify etch pits and noise

Machine learning 

Combine the machine learning 
data with the program up to 

outline extraction.

(I) (b)

(d)(c)

(e)

(a)

FIG. 5. The flowchart shows the procedure for etch pit detection using machine learning.The images at the

time of each process are included.

pits, while recall represents the percentage of etch pits that were correctly detected out of all the

etch pits present in the image.

From the data obtained from the kapton laser ion acceleration experiment, 604 etch-pit images

and 582 noise images were used to train the ExtraTreesClassifier. The precision and recall for 10

randomly selected images were calculated as follows:

Precision: 95% (Percentage of detected areas that are etch pits)

Recall: 76% (Percentage of etch pits detected out of all etch pits)

These results indicate that the ExtraTreesClassifier was able to accurately identify etch pits in

the kapton images with a high precision rate of 95%.

8

Automation of pit analyses

Taguchi + RSI 2024



Proton energy > 100 MeV
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Fig. 3 (a) Energy spectra for 3 � 5 µm-size etch pits, corresponds to proton, obtained with the

CR-39 stack detector in 8-layer and 16-layer LSG shots. Each data point represents the number of

predicted etch pits in each CR-39 layer divided by the scanned area. The dotted lines indicate that

the etch pits on the 1st and 2nd layers are too dense to analyze with the CNN. The solid, dashed,

and solid-dashed black lines indicate the averaged number, the standard deviation (�), and 5� of

proton etch pits in 10 sheets of background CR-39. (b) The same plot as (a) but the pit sizes are for

8� 10 µm, which are considered to be the etch pits of environmental particles. Note that the energy

scale for protons is displayed at the bottom as well as the CR-39 layer at the top to indicate the

di↵erences from (a) in the numbers of the predicted pits. The background levels are also estimated for

8� 10 µm-size etch pits with the same method as for the protons. (c) Energy distribution functions

of protons for 8-layer and 16-layer LSG obtained from particle-in-cell (PIC) simulations.

non-irradiated CR-39 for the background (black). From both the 3rd and 9th layer CR-

39, the etch pits for protons (indicated with a blue shade) are detected although from

the background not many such small etch pits are detected. We focus on protons with

the etch pit size of 3� 5 µm indicated by dashed lines in Fig. 2 (e). By the elliptical

fittings for each etch pit, the incident angle for each ion is calculated [29]. As discussed

in Supplementary Fig. 7, from the calibration experiment of the angular distributions

using synchrotron-generated proton beams irradiated with a normal incidence angle

to a CR-39, and using this method, the normal incident angle is evaluated as 79.4

degrees. Figure 2 (f) shows the histogram of incident angle for 3 � 5 µm-size etch

pits for the 3rd and 9th layers. The angular distribution for the 3rd layer has a peak

7
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Proton surfing acceleration
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at ⇠79.2 degrees, which corresponds to the normal incidence. One can identify many

proton pits on the 3rd layer and they are coming from the target accelerated by the

laser. On the 9th layer, it is hard to analyze 104 microscope images by hand but the

CNN easily identifies protons with high precision and they have the same incident

angle as those on the 3rd layer that come from the LSG target. We can conclude that

the protons on the 9th layer CR-39 are also accelerated from the target by the laser.

The 9th layer etch pits have wider angular distribution than those of the 3rd layer

since we are measuring stopping protons. Even if we choose the ions of ±3 degrees

from the 79.2 degrees, the statistical evaluations discussed below will not altered.

Fig. 4 Results of 2D particle-in-sell (PIC) simulation for 16-layer LSG. (a) A stacked plot of spatial

profiles of acceleration field (x � Ex), where x = 0 corresponds to the initial position of the target.

Here the profiles are displayed by adding n⇥0.15 TVm
�1

, where n is an integer between 0 to 38

increases with the time step of 0.08 ps. The profiles are averaged around the laser optical axis over

the laser spot size. Blue and orange shades indicate the area where protons and carbon 6+ with the

top 1% in energies are present, respectively. The time axis is displayed on the right, where t = 0

corresponds to the time the laser starts to penetrate through the target. (b-m) The spatial profiles

averaged over the laser spot are displayed for (b-d) the densities of proton (np), carbon (nC6+), and

electron (ne) normalized to critical density without relativistic correction (ncr), over which the laser

is reflected, (e-g) Ex and x-momentum of protons (ppx), and (h-j) the laser electric field (Ey). Each

column corresponds to the time for t = 0 ps, 1.76 ps, and 3.52 ps, from left to right, respectively.

(k-m) Energy distribution functions for protons (blue) and carbons (orange). Note that the carbon

energies are divided by its charge, Z = 6. (n, inset of a) Evolution of the maximum proton energies

("p, blue) with the temporal profile of the laser intensity at x = 0 (black).

Figure 3 shows the proton energy spectra for the shots of 8-layer (blue) and 16-

layer (red) LSG with the background levels (black). The details about the 8-layer LSG

8

• We optimize the ion acceleration in two ways, LSG to laser and laser to LSG, and both successfully produce energetic 
protons and carbons.  

• 132 MeV protons are accelerated with long (1.5 ps) and lower intensity laser (~1019 Wcm-2)  and identified with 
machine-aided ion pit analyses.  

Minami + submitted



Monoenergetic ion acceleration 
with nanolayer targets



Nanolayer target with heady ions

R. Kitamura Undergraduate thesis 2024



LFEX Laser
• ω, 1.5 ps, 350 J / beam, two beams, F/10, ~1e19 W/cm2

• without plasma mirror

• Target normal incidence

• Targets

- 4, 8, 12, 16-layer LSG

- LSG suspended PMMA

- 4L-LSG suspended Au (10, 30, 100 nm)



Results
4L LSG + 100 nm Au実験結果

原理の異なる2種類の計測器で，ともに70 MeV程度の準単⾊プロトンの⽣成を確認

磁場偏向型イオンスペクトルメータ固体⾶跡検出器
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実験 B.G. B.G.+5σ

R. Kitamura Undergraduate thesis 2024

Stack detector Ion spectrometer



Results
10 nm Au + 4L LSG

Stack detector Ion spectrometer
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Monoenergetic protons  ~ 150 MeV with the Au mounted on LSG



Preliminary 



Model experiment of cosmic ray 
spallation with an intense laser



Spallation reactions & energy dependence of CR transport

from Mateusz Ruszkowski
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Figure 4
(a–f ) Cross sections for the production of 6Li (cyan solid lines), 7Li (magenta solid lines), 9Be (orange dashed lines), 10B (blue dashed lines),
and 11B (green solid lines) by proton and α particle interactions with 12C, 14N, and 16O. Data are mainly from Reference 102, augmented
at high energies with data compiled in Reference 94. (g) Cross sections for the production of 6Li and 7Li by reactions of accelerated α

particles with ambient helium. Data are from References 102 and 103. (h) Beryllium production yield normalized to a total kinetic
energy of 1 erg injected by the cosmic-ray (CR) particles into the interstellar medium (ISM), as a function of [O/H]. The two curves are
obtained from the leaky-box model that correctly describes the recent Voyager 1 and AMS-02 data (see Section 2.3 and Figure 2). The
orange solid curve shows the case of a constant (i.e., metallicity-independent) Galactic CR (GCR) composition, whereas the black
dashed curve is for a time-dependent composition with carbon–nitrogen–oxygen (CNO) abundances following the evolution of [O/H]
in the ISM. The blue hatched area corresponds to the normalized beryllium yield implied by the beryllium-versus-oxygen observations,
assuming a CR acceleration efficiency of 1.5 × 1050 erg per supernova.

the CNO elements. We have also corrected the helium solar abundance by a slightly decreasing
function with decreasing metallicity (see equation 2 of Reference 61) to take into account the
helium Galactic enrichment.

Figure 4h shows the beryllium production yield per SN deduced from observations of beryl-
lium abundances in metal-poor halo stars (1.0 × 1048 atoms; see Section 3.1), divided by the total
CR energy per SN, WSN = 1.5 × 1050 erg (i.e., 10% of the SN total kinetic energy; e.g., 92). We
have considered an error of ±50% on QBe(obs.)/WSN to take into account the uncertainties in
both the ratio of beryllium to oxygen (Figure 3) and the mean oxygen yield from core-collapse
SNe. As shown in Figure 4h, the assumption that the GCR composition in the early Galaxy was
the same as today is in good agreement with the data.4 The inflection of the curve for [O/H] > −1
is due to the increasing contribution of the direct spallation reactions as the ISM becomes enriched
in CNO elements.

4We note that neglecting the GCR catastrophic losses (i.e., assuming τ tot
i = τ esc

i in Equation 7), and taking #esc = 10 g cm−2

as independent of rigidity, as done in previous LiBeB calculations (e.g., 15), increases the QBe/W values by a factor of 1.8–2.5,
depending on [O/H].
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and Université Paris-Saclay, 91405 Orsay, France; email: vincent.tatischeff@csnsm.in2p3.fr
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Kapton in TPS

• Now we can distinguish ion species from the 
pit size and the growth curves.

• Since the Kapton is in TPS, the ion pits in a 
microscope image should be the same size 
if they are the same ion species.
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LFEX
4L-LSG suspended Au (10, 30, 100 nm)



Kapton in TPS
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 The larger pits in the blue region show round-out, 
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species



Thomson parabola result
(Shot ID: 3526)

q/m
 = 1/
2

q/m = 1/3

Fission products of 197Au 
(PHITS ver.3.20, 100-MeV protons impact on 197 Au) 

69Cu

122Sb

Fission products:
Cu, Zn, Ga, As, Se, Br, Kr, 
Rb, Sr, Y, Zr, Nb, Mo, Tc, Ru, 
Rh, Pd, Ag, Cd, Sb etc.

197Aup+

C6+, O8+

C5+

O6+

O5+

Au26+
~ Au42+

Nuclear track detector 
(Kapton film)
Ü Etch pit for Z > 13 (Al)

IP image
Ü Signal for all charged particles

O7+

Spallation / Proton capture:
W, Re, Os, Ir, Pt, Au, Hg, Tl etc.

From Y. Abe



Pure graphene shot
(a) Revisited CR-39 in TPS 

(b) On q/m = 1/2, there are smaller pits. 

(c) The lowest energy protons with this TPS, 
i.e., the largest pit size.

(d) Carbon pit from calibration experiment. 

• Larger than proton and smaller than carbon 
with q/m = 1/2

• D or He?

• Carbon spallation
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1Centre de Sciences Nucléaire et de Sciences de la Matière, CNRS/IN2P3, Université Paris-Sud
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Assuming a most optimistic 
condition, there will be one 
reaction out of all the carbons 
we measured. 
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未知ピット有
無

トムソンパラボラの位置から未知ピットのエネルギーを求めると
1.2 MeV 程度

Our data show  
# of D or alpha ~ # of carbons

NS68CH15_Tatischeff ARI 31 August 2018 17:20
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Figure 4
(a–f ) Cross sections for the production of 6Li (cyan solid lines), 7Li (magenta solid lines), 9Be (orange dashed lines), 10B (blue dashed lines),
and 11B (green solid lines) by proton and α particle interactions with 12C, 14N, and 16O. Data are mainly from Reference 102, augmented
at high energies with data compiled in Reference 94. (g) Cross sections for the production of 6Li and 7Li by reactions of accelerated α

particles with ambient helium. Data are from References 102 and 103. (h) Beryllium production yield normalized to a total kinetic
energy of 1 erg injected by the cosmic-ray (CR) particles into the interstellar medium (ISM), as a function of [O/H]. The two curves are
obtained from the leaky-box model that correctly describes the recent Voyager 1 and AMS-02 data (see Section 2.3 and Figure 2). The
orange solid curve shows the case of a constant (i.e., metallicity-independent) Galactic CR (GCR) composition, whereas the black
dashed curve is for a time-dependent composition with carbon–nitrogen–oxygen (CNO) abundances following the evolution of [O/H]
in the ISM. The blue hatched area corresponds to the normalized beryllium yield implied by the beryllium-versus-oxygen observations,
assuming a CR acceleration efficiency of 1.5 × 1050 erg per supernova.

the CNO elements. We have also corrected the helium solar abundance by a slightly decreasing
function with decreasing metallicity (see equation 2 of Reference 61) to take into account the
helium Galactic enrichment.

Figure 4h shows the beryllium production yield per SN deduced from observations of beryl-
lium abundances in metal-poor halo stars (1.0 × 1048 atoms; see Section 3.1), divided by the total
CR energy per SN, WSN = 1.5 × 1050 erg (i.e., 10% of the SN total kinetic energy; e.g., 92). We
have considered an error of ±50% on QBe(obs.)/WSN to take into account the uncertainties in
both the ratio of beryllium to oxygen (Figure 3) and the mean oxygen yield from core-collapse
SNe. As shown in Figure 4h, the assumption that the GCR composition in the early Galaxy was
the same as today is in good agreement with the data.4 The inflection of the curve for [O/H] > −1
is due to the increasing contribution of the direct spallation reactions as the ISM becomes enriched
in CNO elements.

4We note that neglecting the GCR catastrophic losses (i.e., assuming τ tot
i = τ esc

i in Equation 7), and taking #esc = 10 g cm−2

as independent of rigidity, as done in previous LiBeB calculations (e.g., 15), increases the QBe/W values by a factor of 1.8–2.5,
depending on [O/H].
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Model experiment of cosmic ray spallationCNN analysis
CR-39 in TP, 4L-LSG

• About 54,000 microscope images of etched CR-39 in TP are analyzed with CNN.
• Ion species are discriminated with the position of etch pits.
• Calculated precision (true-pit / all-picked-up) is ~98%.
• We can pick up even 1 pit from ~54,000 images using CNN.
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Noise

Merged pits

(a)
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H calibration with known energies 
from conventional accelerator

The smaller pits are obviously larger than H.

HIMAC 2018
CR-39 1hエッチング

proton 0.5 MeV

1 MeV 2 MeV

3 MeV 4 MeV 5 MeV

CR-39 He 1hエッチング
4.975 MeV

CR-39 LFEX 4LLSG TP½ライン
1hエッチング

3.957 MeV 3.002 MeV

2.065 MeV 1.125 MeV



He calibration with known energies 
from conventional accelerator

CR-39 He 1hエッチング
4.975 MeV

CR-39 LFEX 4LLSG TP½ライン
1hエッチング

3.957 MeV 3.002 MeV

2.065 MeV 1.125 MeV

If the smaller pits are He, it should be higher than 5 MeV.



He calibration with known energies 
from conventional accelerator

If the smaller pits are He, the energy 
is ~ 1.2 MeV from TPS analysis, 
which has to be much larger pit size 
from the calibration.

未知ピット有
無

トムソンパラボラの位置から未知ピットのエネルギーを求めると
1.2 MeV 程度

CR-39 He 1hエッチング
4.975 MeV

CR-39 LFEX 4LLSG TP½ライン
1hエッチング

3.957 MeV 3.002 MeV

2.065 MeV 1.125 MeV
Remaining possibility is D? He



Summary
• We have been exploring relativistic laboratory astrophysics relevant to the 

origins of cosmic rays.

• As the first step, we have been investigating laser-driven ion acceleration 
using atomic thin large-area suspended graphene. 

• We have realized energetic protons > 100 MeV by optimizing the 
acceleration conditions.

• We have observed evidence of extremely efficient nuclear spallations by 
irradiating ultra-thin targets with intense lasers. 
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