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Learning and (not quite) random matrix theory
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Wedemonstrate that the update of weightmatrices in learning algorithms hasmany features of randommatrix
theory, allowing for a stochastic Coulomb gas description in a modified Gaussian orthogonal ensemble. We
relate the level of stochasticity to the ratio of the learning rate and the batch size. We identify the Wigner
surmise and Wigner semicircle explicitly in a teacher-student model and in the (near-)solvable case of the
Gaussian Restricted Boltzmann Machine.
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