Machine Learning and the Renormalization Group

Contribution ID: 16 Type: not specified

ML through the lens of Renormalization Group
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The key to the performance of ML algorithms is an ability to segregate relevant features in input datasets from
the irrelevant ones. In a setup where data features play the role of an energy scale, we develop a Wilsonian RG
framework to integrate out unlearnable modes associated with the Neural Network Gaussian Process (NNGP)
kernel, in the regression context. In this scenario, Gaussian feature modes result in a universal flow of the
ridge parameter, whereas, non-Gaussianities lead to rich input-dependent RG flows. This framework goes
beyond the usual analogies between RG flows and learning dynamics, and offers potential improvements to
our understanding of feature learning and universality classes of models.
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