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results when doing calculations in momentum space. So
n=6 was chosen in [73, 77]. In fact, in [73] independence of
observables for n 5. is explitely demonstrated. Other
important progress made in [73] was the introduction of a
better scheme to quantify the theoretical uncertainties. For
that, one first has to analyze the possible sources of
uncertainties (see also [78, 79]). These include (1) the
systematic uncertainty due to truncation of the chiral
expansion at a given order, (2) the uncertainty in the
knowledge of NQ LECs which govern the long-range part
of the nuclear force, (3) the uncertainty in the determination
of LECs accompanying the contact interactions; and (4)
uncertainties in the experimental data or, in the partial wave
analysis if that is used to determine the LECs. As described
above, there has been much progress in determining the NQ
LECs, so we concentrate on the first type of uncertainty. For a
given observable X p( ), where p is the center-of-mass
momentum corresponding to the considered energy, the
expansion parameter in chiral EFT is given by equation (27),
where Λ is the breakdown scale. As discussed in [73], one
should use 600 MeV- � for the cutoffs R 0.8� , 0.9 and
1.0 fm, 500- � MeV for R 1.1 fm� and 400 MeV- � V
for R 1.2� to account for the increasing amount of cutoff
artifacts. In fact, when increasing the r-space cutoff R, one
actually continuously integrates out pion physics, and the
resulting theory would gradually turn into pionless EFT if one
further softened the cutoff. Having verified this estimation of
the breakdown scale on the example of the neutron–proton
scattering total cross section at various chiral orders [73], one
is naturally led to a method that gives a conservative estimate
of the theoretical uncertainty due to the neglect of higher

orders. In this approach, one ascribes the uncertainty
X pN LO4 ( )% of a N4LO prediction X pN LO4 ( ) for an observable

X p( ), as (and similarly for lower orders)
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where the expansion parameter Q is given by equation (27)
and the scale Λ is chosen dependent of the cutoff R as
discussed above. The resulting theoretical uncertainties for
the total cross section and the case of R=0.9 fm were found
in [80] to be consistent with the 68% degree-of-belief
intervals for EFT predictions.

The most sophisticated calculation in the two-nucleon
system is indeed the fifth-order result by Epelbaum et al [77],
which included all new two-pion exchange corrections
appearing at this order as shown in figure 6 (see also the less

Figure 5.Contributions to the effective potential of the 2N, 3N and 4N forces based on Weinberg’s power counting. Here, LO denotes leading
order, NLO next-to-leading order and so on. The various vertices according to equation (29) with 0, 1, 2, 3, 4i% � are denoted by small
circles, big circles, filled boxes, filled diamonds and open boxes, respectively. The boxes surrounding various classes of diagrams are
explained in the text. Figure courtesy of Evgeny Epelbaum.

Figure 6. Fifth-order contributions to the two-pion exchange
potential. Solid and dashed lines refer to nucleons and pions,
respectively. Solid dots denote vertices from the lowest-order NQ
effective Lagrangian. Filled rectangles, ovals and gray circles denote
the order Q4, order Q3 and order Q2 contributions to NQ scattering,
respectively.

11

Phys. Scr. 91 (2016) 033005 Invited Comment

complete work in [81, 82]). Although three-pion exchange
formally appears at N3LO and at N4LO, it has usually been
neglected, as the (nominally) leading 3Q exchange potential at
N3LO is known to be weak compared to the two-pion
exchange [83, 84] and to have negligibly small effect on
phase shifts. However, the subleading corrections at N4LO
are enhanced due to the appearance of the LECs ci [85]. To
check the assertion that the 3Q exchange can still be neglec-
ted, the authors of [77] have carried out a N4LO fit for the
intermediate value of the cutoff of R 1.0� fm, in which the
dominant class-XIII 3Q exchange potential V3

XIII
Q from [85]

was explicitly included. No significant (not even noticeable)
changes both in the quality of the description of the Nijmegen
phase shifts and in the reproduction/predictions for obser-
vables was found. In figure 7, using the above-discussed
method of uncertainty quantification, the S-, P- and D-wave
phase shifts and the mixing angles 1� and 2� at NLO and

higher orders in the chiral expansion for R 0.9� fm are
shown. The various bands result from adding/subtracting the
estimated theoretical uncertainty to/from the calculated
results. Similar results are obtained for np scattering obser-
vables, see [77] for details.

Next, let us consider 3NFs. While providing a small
correction to the nuclear Hamiltonian as compared to the
dominant NN force, its inclusion is mandatory for quantitative
understanding of nuclear structure and reactions, for recent
reviews, see [88, 89]. Historically, the importance of the 3NF
has been pointed out already in the 1930s [90] while the first
phenomenological 3NF models date back to the 1950s.
However, in spite of extensive efforts, the spin structure of the
3NF is still poorly understood [88]. Chiral EFT indeed pro-
vides a suitable theoretical resolution to the long-standing
3NF problem. As already noted, the 3NF only appears two
orders after the leading NN interaction. At this order, there are
only three topologies contributing, see figure 8. The two-pion
exchange topology is given again in terms of the ci, as dis-
cussed in detail in [91]. The so-called D-term, which is related
to the one-pion exchange between a 4N contact term and a
further nucleon, has gained some prominence in the first
decade of this millennium, as many authors have tried to pin it
down based on a cornucopia of reactions, such as Nd Ndl
[94], NN NNQl [92, 93], NN dℓ ℓOl [95–98], d NNQ Hl
[99–101], or the spectra of light nuclei [102], see figure 9
(here, γ denotes a photon, ℓ a lepton and ℓO its corresponding
antineutrino) . This demonstrates again the power of EFT—
very different processes are related through the same LECs

Figure 7. Results for the np S-, P- and D-waves and the mixing
angles 1� , 2� up to N4LO based on the cutoff of R 0.9� fm in
comparison with the Nimjegen PWA [86] and the GWU single-
energy PWA [87]. The bands of increasing width show estimated
theoretical uncertainty at N4LO, N3LO, N2LO and NLO.

Figure 8. Topologies of the leading contributions to the chiral 3NF.
From left to right: Two-pion exchange, one-pion-exchange and 6N
contact interaction.

Figure 9. Various reactions that all are sensitive to the D-term.
Figure courtesy of Evgeny Epelbaum.
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[Meißner 2016]

⦿ Chiral EFT provides a systematic framework to construct AN interactions (A=2, 3, …) 

○ High-energy physics unresolved  ➝  soft potentials  ➝  improved many-body convergence
○ Many-body forces and currents consistently derived

➪ Ideally: apply to the many-nucleon system (and propagate the theoretical error)

Chiral effective field theory & nuclear interactions

⦿ Main features:
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FIG. 2: Predictions for the np total cross section based on the
improved chiral NN potentials at NLO (filled squares, color
online: orange), N2LO (solid diamonds, color online: green),
N3LO (filled triangles, color online: blue) and N4LO (filled
circles, color online: red) at the laboratory energies of 50,
96, 143 and 200 MeV for the di↵erent choices of the cuto↵:
R1 = 0.8 fm, R2 = 0.9 fm, R3 = 1.0 fm, R4 = 1.1 fm and
R5 = 1.2 fm. The horizontal band refers to the result of the
NPWA with the uncertainty estimated as explained in the
text. Also shown are experimental data of Ref. [29].
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For the breakdown scale, we use the same values as in
Ref. [1], namely ⇤b = 600 MeV, 500 MeV and 400 MeV
for R = 0.8 . . . 1.0 fm, R = 1.1 fm and R = 1.2 fm, re-
spectively. The theoretical uncertainty at lower orders
is estimated in a similar way as described in detail in
[1]. Fig. 2 shows the resulting predictions for the np
total cross section at di↵erent energies and for all cut-
o↵ choices. First, we observe that the predictions based
on di↵erent values of the cuto↵ R are consistent with
each other with results corresponding to larger values
of R being less accurate due to a larger amount of cut-
o↵ artefacts. Secondly, our N4LO predictions provide
strong support for the new approach of error estimation.
In particular, the actual size of the N4LO corrections is
in a good agreement with the estimated uncertainty at
N3LO [1]. The somewhat larger N4LO contributions at
the lowest energy is to be expected and can be traced
back to the adopted fitting strategy in the 1S0 channel,
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FIG. 3: Results for the np S-, P- and D- waves and the
mixing angles ✏1, ✏2 up to N4LO based on the cuto↵ of
R = 0.9 fm in comparison with the NPWA [21] (solid dots)
and the GWU single-energy PWA [30] (open triangles). The
bands of increasing width show estimated theoretical uncer-
tainty at N4LO (color online: red), N3LO (color online: blue),
N2LO (color online: green) and NLO (color online: yellow).

see Ref. [1] for more details. Finally, our N4LO results
are in a very good agreement both with the NPWA and
with the experimental data.
The above error analysis can be carried out for any

observable of interest. Fig. 3 shows the estimated un-
certainty of the S-, P- and D-wave phase shifts and the
mixing angles ✏1 and ✏2 at NLO and higher orders in
the chiral expansion based on R = 0.9 fm. The various
bands result by adding/subtracting the estimated theo-
retical uncertainty, ±��(Elab) and ±�✏(Elab), to/from
the calculated results. Similarly, we show in Fig. 4 our
predictions for the various NN scattering observables at
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strong support for the new approach of error estimation.
In particular, the actual size of the N4LO corrections is
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FIG. 3: Results for the np S-, P- and D- waves and the
mixing angles ✏1, ✏2 up to N4LO based on the cuto↵ of
R = 0.9 fm in comparison with the NPWA [21] (solid dots)
and the GWU single-energy PWA [30] (open triangles). The
bands of increasing width show estimated theoretical uncer-
tainty at N4LO (color online: red), N3LO (color online: blue),
N2LO (color online: green) and NLO (color online: yellow).

see Ref. [1] for more details. Finally, our N4LO results
are in a very good agreement both with the NPWA and
with the experimental data.
The above error analysis can be carried out for any

observable of interest. Fig. 3 shows the estimated un-
certainty of the S-, P- and D-wave phase shifts and the
mixing angles ✏1 and ✏2 at NLO and higher orders in
the chiral expansion based on R = 0.9 fm. The various
bands result by adding/subtracting the estimated theo-
retical uncertainty, ±��(Elab) and ±�✏(Elab), to/from
the calculated results. Similarly, we show in Fig. 4 our
predictions for the various NN scattering observables at

○ A theoretical error can be, in principle, assigned to each order in the expansion
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Diagnostics of nuclear interactions
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⦿ Solution of the A-body Schrödinger equation                                        achieved by

1) Rewriting it in terms of 1-, 2-, …. A-body objects G1=G, G2, … GA (Green’s functions)

2) Expanding these objects in perturbation (in practise G ➟ one-body observables, etc..)

○ Self-consistent schemes resum (infinite) subsets of perturbation-theory contributions

7

Π(0)(q,ω)

W = v + vΠW

ΣGW (k,ω) = i

∫
dω′

2π

∫
dk′

(2π)3
G(k− k′,ω − ω′)W (k′,ω′)

Σ11 [ADC(3)] −→

Σ(ω) = Σ(∞) +Σdyn(ω)

H |ΨA
k ⟩ = EA

k |Ψ
A
k ⟩

|ΨA
0 ⟩ = Ω0|φ⟩

EA
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⟨φ|HΩ0|φ⟩
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H |Ψ⟩ = E|Ψ⟩

Heff|Ψeff⟩ = E|Ψeff⟩

Hbr|Ψbr⟩ = Ebr|Ψbr⟩

|Ψbrok⟩ ≃ |Ψ⟩

{|Ψeff⟩, E ≈ Ebrok}

{|Ψeff⟩, E = Erest}

{|Ψrest⟩, Erest} ≃ {|Ψ⟩, E}

H −→ Heff
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∑

p

a†
p
ap−q

dσ ∼
∑

f

δ(ω + Ei − Ef ) |⟨Ψf |R(q)|Ψi⟩|
2

Self-consistent Green’s function approach
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Notice that the latter relationship can be also obtained from the
conjugate of Eq. (61) by using properties of Gorkov amplitudes
and self-energies. Equations (61) or (62) and their solutions are
independent of auxiliary potential U , which canceled out. This
leaves proper self-energy contributions only, which eventually
act as energy-dependent potentials. The self-energies depend,
in turn, on amplitudes U k and Vk such that Eqs. (61) or (62)
must be solved iteratively. At each iteration the chemical
potential µ must be fixed such that Eq. (18) is fulfilled, which
translates into the necessity for amplitude V to satisfy

N =
∑

a

ρaa =
∑

a,k

∣∣Vk
a

∣∣2
, (63)

where ρab is the (normal) one-body density matrix (54a).
As demonstrated in Appendix A, the spectroscopic am-

plitudes solution of Eq. (61) or (62) fulfill normalization
conditions

∑

a

∣∣Xk
a

∣∣2 = 1 +
∑

ab

Xk†
a

∂#ab(ω)
∂ω

∣∣∣∣
+ωk

Xk
b, (64a)

∑

a

∣∣Yk
a

∣∣2 = 1 +
∑

ab

Yk†
a

∂#ab(ω)
∂ω

∣∣∣∣
−ωk

Yk
b, (64b)

where only the proper self-energy appears because of the
energy independence of the auxiliary potential.

B. First-order self-energies

In Fig. 1, first-order diagrams contributing to normal and
anomalous self-energies are displayed. Diagrammatic rules
appropriate to the computation of Gorkov’s propagators and
for the evaluation of self-energy diagrams are discussed in
Appendix B, while the % derivability of the presently used
truncation scheme is addressed in Sec. VI.

The four first-order self-energies diagrams are computed in
Eqs. (B8), (B10), (B12), and (B13) and read

#
11 (1)
ab = +

∑

cd

V̄acbd ρdc ≡ +&ab = +&
†
ab, (65a)

#
22 (1)
ab = −

∑

cd

V̄b̄dāc ρ∗
cd = −&∗

āb̄
, (65b)

#
12 (1)
ab = 1

2

∑

cd

V̄ab̄cd̄ ρ̃cd ≡ +h̃ab, (65c)

#
21 (1)
ab = 1

2

∑

cd

V̄ ∗
bācd̄

ρ̃∗
cd = +h̃

†
ab, (65d)

where the normal (ρab) and anomalous (ρ̃ab) density matrices
have been defined in Eqs. (54).

FIG. 1. First-order normal #11 (1) (left) and anomalous #21 (1)

(right) self-energy diagrams. Double lines denote self-consistent
normal (two arrows in the same direction) and anomalous (two
arrows in opposite directions) propagators while dashed lines embody
antisymmetrized matrix elements of the NN interaction.

C. HFB limit

Neglecting higher-order contributions to the self-energy,
Eqs. (61) and (65) combine to give

∑

b

(
Tab + &ab − µ δab h̃ab

h̃
†
ab −T ∗

āb̄
− &∗

āb̄
+ µ δāb̄

) (
U k

b

Vk
b

)

= ωk

(
U k

a

Vk
a

)

, (66)

which is nothing but the HFB eigenvalue problem in the case
where time-reversal invariance is not assumed. In such a limit,
U k and Vk define the unitary Bogoliubov transformation [59]
according to

aa =
∑

k

U k
a βk + V̄k∗

a β
†
k , (67a)

a†
a =

∑

k

U k∗
a β

†
k + V̄k

a βk. (67b)

Moreover, normalization condition (64b) reduces in this case
to the well-known HFB identity

∑

a

∣∣Yk
a

∣∣2 =
∑

a

∣∣U k
a

∣∣2 +
∑

a

∣∣Vk
a

∣∣2 = 1. (68)

Let us now stress that, despite the energy independence of first-
order self-energies, some fragmentation of the single-particle
strength is already accounted for at the HFB level such that
one deals with quasiparticle degrees of freedom. In particular,
one can deduce from Eq. (68) that (generalized) spectroscopic
factors defined in Eq. (51) are already smaller than one. Such
a fragmentation is an established consequence of static pairing
correlations that are explicitly treated at the HFB level through
particle number symmetry breaking.

Finally, let us underline again that, whenever higher orders
are to be included in the calculation, first-order self-energies
(65) are self-consistently modified (in particular, through
the further fragmentation of the quasiparticle strength) such
that they no longer correspond to standard Hartree-Fock and
Bogoliubov potentials, in spite of their energy independence.
They actually correspond to the energy-independent part of
the (dynamically) correlatedself-energy.

D. Second-order self-energies

Let us now discuss second-order contributions to normal
and anomalous (irreducible) self-energies.

In Figs. 2 and 3 the four types of normal and anomalous
self-energies are depicted. The evaluation of all second-order
diagrams is performed in Appendix B. Before addressing their

FIG. 2. Second-order normal self-energies #11 (2′) (left) and
#11 (2′′) (right). See Fig. 1 for conventions.
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Notice that the latter relationship can be also obtained from the
conjugate of Eq. (61) by using properties of Gorkov amplitudes
and self-energies. Equations (61) or (62) and their solutions are
independent of auxiliary potential U , which canceled out. This
leaves proper self-energy contributions only, which eventually
act as energy-dependent potentials. The self-energies depend,
in turn, on amplitudes U k and Vk such that Eqs. (61) or (62)
must be solved iteratively. At each iteration the chemical
potential µ must be fixed such that Eq. (18) is fulfilled, which
translates into the necessity for amplitude V to satisfy

N =
∑

a

ρaa =
∑

a,k

∣∣Vk
a

∣∣2
, (63)

where ρab is the (normal) one-body density matrix (54a).
As demonstrated in Appendix A, the spectroscopic am-

plitudes solution of Eq. (61) or (62) fulfill normalization
conditions

∑
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∂ω
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b, (64a)

∑
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∣∣2 = 1 +
∑

ab

Yk†
a

∂#ab(ω)
∂ω

∣∣∣∣
−ωk

Yk
b, (64b)

where only the proper self-energy appears because of the
energy independence of the auxiliary potential.

B. First-order self-energies

In Fig. 1, first-order diagrams contributing to normal and
anomalous self-energies are displayed. Diagrammatic rules
appropriate to the computation of Gorkov’s propagators and
for the evaluation of self-energy diagrams are discussed in
Appendix B, while the % derivability of the presently used
truncation scheme is addressed in Sec. VI.

The four first-order self-energies diagrams are computed in
Eqs. (B8), (B10), (B12), and (B13) and read

#
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ab = +

∑
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V̄acbd ρdc ≡ +&ab = +&
†
ab, (65a)
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∑

cd

V̄ab̄cd̄ ρ̃cd ≡ +h̃ab, (65c)
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2

∑
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ρ̃∗
cd = +h̃

†
ab, (65d)

where the normal (ρab) and anomalous (ρ̃ab) density matrices
have been defined in Eqs. (54).

FIG. 1. First-order normal #11 (1) (left) and anomalous #21 (1)

(right) self-energy diagrams. Double lines denote self-consistent
normal (two arrows in the same direction) and anomalous (two
arrows in opposite directions) propagators while dashed lines embody
antisymmetrized matrix elements of the NN interaction.

C. HFB limit

Neglecting higher-order contributions to the self-energy,
Eqs. (61) and (65) combine to give
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which is nothing but the HFB eigenvalue problem in the case
where time-reversal invariance is not assumed. In such a limit,
U k and Vk define the unitary Bogoliubov transformation [59]
according to
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U k
a βk + V̄k∗

a β
†
k , (67a)

a†
a =

∑

k

U k∗
a β

†
k + V̄k

a βk. (67b)

Moreover, normalization condition (64b) reduces in this case
to the well-known HFB identity

∑

a

∣∣Yk
a

∣∣2 =
∑

a

∣∣U k
a

∣∣2 +
∑

a

∣∣Vk
a

∣∣2 = 1. (68)

Let us now stress that, despite the energy independence of first-
order self-energies, some fragmentation of the single-particle
strength is already accounted for at the HFB level such that
one deals with quasiparticle degrees of freedom. In particular,
one can deduce from Eq. (68) that (generalized) spectroscopic
factors defined in Eq. (51) are already smaller than one. Such
a fragmentation is an established consequence of static pairing
correlations that are explicitly treated at the HFB level through
particle number symmetry breaking.

Finally, let us underline again that, whenever higher orders
are to be included in the calculation, first-order self-energies
(65) are self-consistently modified (in particular, through
the further fragmentation of the quasiparticle strength) such
that they no longer correspond to standard Hartree-Fock and
Bogoliubov potentials, in spite of their energy independence.
They actually correspond to the energy-independent part of
the (dynamically) correlatedself-energy.

D. Second-order self-energies

Let us now discuss second-order contributions to normal
and anomalous (irreducible) self-energies.

In Figs. 2 and 3 the four types of normal and anomalous
self-energies are depicted. The evaluation of all second-order
diagrams is performed in Appendix B. Before addressing their

FIG. 2. Second-order normal self-energies #11 (2′) (left) and
#11 (2′′) (right). See Fig. 1 for conventions.
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We extend Gorkov-Green’s function formalism to the algebraic diagrammatic construction scheme
at third order [ADC(3)].

I. INTRODUCTION

There are 17 topologically distinct diagrams contribut-
ing to Gorkov ADC(3), all containing three interaction
lines. One interaction line is always connected to the in-
coming propagator, another one to the outgoing propaga-
tor. The diagrams can be then divided into three classes
depending on the nature of the intermediate interaction
line (not connected to any external line):

• Class A (intermediate “particle-particle1”)

• Class B (intermediate “hole-hole”)

• Class C (intermediate “particle-hole”)

We can further label a diagram according to the posi-
tion of the “hole” line (first from the left, second or third)
in the top and bottom interaction respectively, i.e. each
diagram will be denoted with Xij , where X ∈ {A,B,C}
and {i, j} ∈ {1, 2, 3}. In Figs. 1, 2 and 3 diagrams of
class A, B and C respectively are displayed.
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FIG. 1. Gorkov ADC(3) diagrams of class A
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FIG. 2. Gorkov ADC(3) diagrams of class B
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|Ψbrok⟩ ≃ |Ψ⟩
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H −→ Heff
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∑
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p
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dσ ∼
∑
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δ(ω + Ei − Ef ) |⟨Ψf |R(q)|Ψi⟩|
2

Σ  = + + +

ADC(1)=HF ADC(2) ADC(3) ADC(∞)=exact

Algebraic 
Diagrammatic 
Construction

⦿ Self-energy expansion

Self-consistent Green’s function approach



Self-consistent Green’s function approach

⦿ Solution of the A-body Schrödinger equation                                        achieved by

1) Rewriting it in terms of 1-, 2-, …. A-body objects G1=G, G2, … GA (Green’s functions)

2) Expanding these objects in perturbation (in practise G ➟ one-body observables, etc..)

○ Self-consistent schemes resum (infinite) subsets of perturbation-theory contributions
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Notice that the latter relationship can be also obtained from the
conjugate of Eq. (61) by using properties of Gorkov amplitudes
and self-energies. Equations (61) or (62) and their solutions are
independent of auxiliary potential U , which canceled out. This
leaves proper self-energy contributions only, which eventually
act as energy-dependent potentials. The self-energies depend,
in turn, on amplitudes U k and Vk such that Eqs. (61) or (62)
must be solved iteratively. At each iteration the chemical
potential µ must be fixed such that Eq. (18) is fulfilled, which
translates into the necessity for amplitude V to satisfy

N =
∑

a

ρaa =
∑

a,k

∣∣Vk
a

∣∣2
, (63)

where ρab is the (normal) one-body density matrix (54a).
As demonstrated in Appendix A, the spectroscopic am-

plitudes solution of Eq. (61) or (62) fulfill normalization
conditions

∑

a

∣∣Xk
a

∣∣2 = 1 +
∑

ab

Xk†
a

∂#ab(ω)
∂ω

∣∣∣∣
+ωk

Xk
b, (64a)

∑

a

∣∣Yk
a

∣∣2 = 1 +
∑

ab

Yk†
a

∂#ab(ω)
∂ω

∣∣∣∣
−ωk

Yk
b, (64b)

where only the proper self-energy appears because of the
energy independence of the auxiliary potential.

B. First-order self-energies

In Fig. 1, first-order diagrams contributing to normal and
anomalous self-energies are displayed. Diagrammatic rules
appropriate to the computation of Gorkov’s propagators and
for the evaluation of self-energy diagrams are discussed in
Appendix B, while the % derivability of the presently used
truncation scheme is addressed in Sec. VI.

The four first-order self-energies diagrams are computed in
Eqs. (B8), (B10), (B12), and (B13) and read

#
11 (1)
ab = +

∑

cd

V̄acbd ρdc ≡ +&ab = +&
†
ab, (65a)

#
22 (1)
ab = −

∑

cd

V̄b̄dāc ρ∗
cd = −&∗

āb̄
, (65b)

#
12 (1)
ab = 1

2

∑

cd

V̄ab̄cd̄ ρ̃cd ≡ +h̃ab, (65c)

#
21 (1)
ab = 1

2

∑

cd

V̄ ∗
bācd̄

ρ̃∗
cd = +h̃

†
ab, (65d)

where the normal (ρab) and anomalous (ρ̃ab) density matrices
have been defined in Eqs. (54).

FIG. 1. First-order normal #11 (1) (left) and anomalous #21 (1)

(right) self-energy diagrams. Double lines denote self-consistent
normal (two arrows in the same direction) and anomalous (two
arrows in opposite directions) propagators while dashed lines embody
antisymmetrized matrix elements of the NN interaction.

C. HFB limit

Neglecting higher-order contributions to the self-energy,
Eqs. (61) and (65) combine to give

∑

b

(
Tab + &ab − µ δab h̃ab

h̃
†
ab −T ∗

āb̄
− &∗

āb̄
+ µ δāb̄

) (
U k

b

Vk
b

)

= ωk

(
U k

a

Vk
a

)

, (66)

which is nothing but the HFB eigenvalue problem in the case
where time-reversal invariance is not assumed. In such a limit,
U k and Vk define the unitary Bogoliubov transformation [59]
according to

aa =
∑

k

U k
a βk + V̄k∗

a β
†
k , (67a)

a†
a =

∑

k

U k∗
a β

†
k + V̄k

a βk. (67b)

Moreover, normalization condition (64b) reduces in this case
to the well-known HFB identity

∑

a

∣∣Yk
a

∣∣2 =
∑

a

∣∣U k
a

∣∣2 +
∑

a

∣∣Vk
a

∣∣2 = 1. (68)

Let us now stress that, despite the energy independence of first-
order self-energies, some fragmentation of the single-particle
strength is already accounted for at the HFB level such that
one deals with quasiparticle degrees of freedom. In particular,
one can deduce from Eq. (68) that (generalized) spectroscopic
factors defined in Eq. (51) are already smaller than one. Such
a fragmentation is an established consequence of static pairing
correlations that are explicitly treated at the HFB level through
particle number symmetry breaking.

Finally, let us underline again that, whenever higher orders
are to be included in the calculation, first-order self-energies
(65) are self-consistently modified (in particular, through
the further fragmentation of the quasiparticle strength) such
that they no longer correspond to standard Hartree-Fock and
Bogoliubov potentials, in spite of their energy independence.
They actually correspond to the energy-independent part of
the (dynamically) correlatedself-energy.

D. Second-order self-energies

Let us now discuss second-order contributions to normal
and anomalous (irreducible) self-energies.

In Figs. 2 and 3 the four types of normal and anomalous
self-energies are depicted. The evaluation of all second-order
diagrams is performed in Appendix B. Before addressing their

FIG. 2. Second-order normal self-energies #11 (2′) (left) and
#11 (2′′) (right). See Fig. 1 for conventions.
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Notice that the latter relationship can be also obtained from the
conjugate of Eq. (61) by using properties of Gorkov amplitudes
and self-energies. Equations (61) or (62) and their solutions are
independent of auxiliary potential U , which canceled out. This
leaves proper self-energy contributions only, which eventually
act as energy-dependent potentials. The self-energies depend,
in turn, on amplitudes U k and Vk such that Eqs. (61) or (62)
must be solved iteratively. At each iteration the chemical
potential µ must be fixed such that Eq. (18) is fulfilled, which
translates into the necessity for amplitude V to satisfy

N =
∑

a

ρaa =
∑

a,k

∣∣Vk
a

∣∣2
, (63)

where ρab is the (normal) one-body density matrix (54a).
As demonstrated in Appendix A, the spectroscopic am-

plitudes solution of Eq. (61) or (62) fulfill normalization
conditions

∑

a

∣∣Xk
a

∣∣2 = 1 +
∑

ab

Xk†
a

∂#ab(ω)
∂ω
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+ωk

Xk
b, (64a)

∑

a

∣∣Yk
a

∣∣2 = 1 +
∑

ab

Yk†
a

∂#ab(ω)
∂ω

∣∣∣∣
−ωk

Yk
b, (64b)

where only the proper self-energy appears because of the
energy independence of the auxiliary potential.

B. First-order self-energies

In Fig. 1, first-order diagrams contributing to normal and
anomalous self-energies are displayed. Diagrammatic rules
appropriate to the computation of Gorkov’s propagators and
for the evaluation of self-energy diagrams are discussed in
Appendix B, while the % derivability of the presently used
truncation scheme is addressed in Sec. VI.

The four first-order self-energies diagrams are computed in
Eqs. (B8), (B10), (B12), and (B13) and read

#
11 (1)
ab = +

∑

cd

V̄acbd ρdc ≡ +&ab = +&
†
ab, (65a)

#
22 (1)
ab = −

∑

cd

V̄b̄dāc ρ∗
cd = −&∗

āb̄
, (65b)

#
12 (1)
ab = 1

2

∑

cd

V̄ab̄cd̄ ρ̃cd ≡ +h̃ab, (65c)

#
21 (1)
ab = 1

2

∑

cd
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bācd̄

ρ̃∗
cd = +h̃

†
ab, (65d)

where the normal (ρab) and anomalous (ρ̃ab) density matrices
have been defined in Eqs. (54).

FIG. 1. First-order normal #11 (1) (left) and anomalous #21 (1)

(right) self-energy diagrams. Double lines denote self-consistent
normal (two arrows in the same direction) and anomalous (two
arrows in opposite directions) propagators while dashed lines embody
antisymmetrized matrix elements of the NN interaction.

C. HFB limit

Neglecting higher-order contributions to the self-energy,
Eqs. (61) and (65) combine to give

∑

b

(
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h̃
†
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āb̄
+ µ δāb̄
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= ωk
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, (66)

which is nothing but the HFB eigenvalue problem in the case
where time-reversal invariance is not assumed. In such a limit,
U k and Vk define the unitary Bogoliubov transformation [59]
according to

aa =
∑

k

U k
a βk + V̄k∗

a β
†
k , (67a)

a†
a =

∑

k

U k∗
a β

†
k + V̄k

a βk. (67b)

Moreover, normalization condition (64b) reduces in this case
to the well-known HFB identity

∑

a

∣∣Yk
a

∣∣2 =
∑

a

∣∣U k
a

∣∣2 +
∑

a

∣∣Vk
a

∣∣2 = 1. (68)

Let us now stress that, despite the energy independence of first-
order self-energies, some fragmentation of the single-particle
strength is already accounted for at the HFB level such that
one deals with quasiparticle degrees of freedom. In particular,
one can deduce from Eq. (68) that (generalized) spectroscopic
factors defined in Eq. (51) are already smaller than one. Such
a fragmentation is an established consequence of static pairing
correlations that are explicitly treated at the HFB level through
particle number symmetry breaking.

Finally, let us underline again that, whenever higher orders
are to be included in the calculation, first-order self-energies
(65) are self-consistently modified (in particular, through
the further fragmentation of the quasiparticle strength) such
that they no longer correspond to standard Hartree-Fock and
Bogoliubov potentials, in spite of their energy independence.
They actually correspond to the energy-independent part of
the (dynamically) correlatedself-energy.

D. Second-order self-energies

Let us now discuss second-order contributions to normal
and anomalous (irreducible) self-energies.

In Figs. 2 and 3 the four types of normal and anomalous
self-energies are depicted. The evaluation of all second-order
diagrams is performed in Appendix B. Before addressing their

FIG. 2. Second-order normal self-energies #11 (2′) (left) and
#11 (2′′) (right). See Fig. 1 for conventions.
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We extend Gorkov-Green’s function formalism to the algebraic diagrammatic construction scheme
at third order [ADC(3)].

I. INTRODUCTION

There are 17 topologically distinct diagrams contribut-
ing to Gorkov ADC(3), all containing three interaction
lines. One interaction line is always connected to the in-
coming propagator, another one to the outgoing propaga-
tor. The diagrams can be then divided into three classes
depending on the nature of the intermediate interaction
line (not connected to any external line):

• Class A (intermediate “particle-particle1”)

• Class B (intermediate “hole-hole”)

• Class C (intermediate “particle-hole”)

We can further label a diagram according to the posi-
tion of the “hole” line (first from the left, second or third)
in the top and bottom interaction respectively, i.e. each
diagram will be denoted with Xij , where X ∈ {A,B,C}
and {i, j} ∈ {1, 2, 3}. In Figs. 1, 2 and 3 diagrams of
class A, B and C respectively are displayed.

1
4

A33

1
2

A32 = A31

1
2

A23 = A13 A11 = A22 = A12 = A21

FIG. 1. Gorkov ADC(3) diagrams of class A
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FIG. 2. Gorkov ADC(3) diagrams of class B
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FIG. 3. Gorkov ADC(3) diagrams of class C
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{|Ψrest⟩, Erest} ≃ {|Ψ⟩, E}

H −→ Heff

R(q) =
∑

p

a†
p
ap−q

dσ ∼
∑

f

δ(ω + Ei − Ef ) |⟨Ψf |R(q)|Ψi⟩|
2

Σ  = + + +

ADC(1)=HF ADC(2) ADC(3) ADC(∞)=exact

⦿ Access a variety of quantities 

○ One-body GF  ➝  Ground-state properties of even-even A + spectra of odd-even neighbours

○ Two-body GF  ➝  Excited spectrum of even-even A

○ Self-energy      ➝  Optical potential for nucleon-nucleus scattering

Algebraic 
Diagrammatic 
Construction

⦿ Self-energy expansion



Gorkov-Green’s functions for open-shell systems

○ Use symmetry breaking (particle number) to effectively include pairing correlations

⦿ Standard expansion schemes fail to account for superfluidity

5

FIG. 2: (Color online) Same as Fig. 1 for a correlated system.

from zero for any combination4 of µ, p and q (⌫, p and
q) indices. The SDD is thus fragmented as schemat-
ically displayed in Figure 2, i.e. a larger number of
many-body states are reached through the direct addition
and removal of a nucleon compared to the uncorrelated
case5. Consequently, the number of peaks with non-zero
strength in the SDD is greater than the dimension of H1,
which forbids the establishment of a bijection between
this set of peaks and any basis of H1. Accordingly, and
because the SDD still integrates to the dimension of H1

by construction (see Eq. (10)), spectroscopic factors are
smaller than one. The impossibility to realize such a bi-
jection constitutes the most direct and intuitive way to
understand why observable one-nucleon separation ener-
gies cannot be rigorously associated with single-particle
energies when correlations are present in the system, i.e.
as soon as many-body eigenstates of H di↵er from Slater
determinants.

D. E↵ective single-particle energies

The discussion provided above underlines the fact that
a rigorous definition of ESPEs is yet to be provided in
the realistic context of correlated many-nucleon systems.
A key question is: how can one extract a set of single-
particle energy levels that (i) are in one-to-one correspon-

dence with a basis of H1, (ii) are independent of the par-
ticular single-particle basis one is working with, (iii) are
computable only using quantities coming out of the corre-
lated A-body Schrodinger equation and that (iv) reduce
to HF single-particle energies in the HF approximation
to the A-body problem.
Let us make the hypothesis that ideal one-nucleon pick-

up and stripping reactions have been performed such that
separation energies (E+

µ , E�

⌫ ) and spectroscopic ampli-
tudes (overlap functions) (Uµ(~r�⌧), V⌫(~r�⌧)) have been
extracted consistently, i.e. in a way that is consistent
with the chosen nuclear Hamiltonian H(⇤) defined at a
resolution scale ⇤. In such a context, a meaningful defi-
nition of ESPEs does exist and goes back to French [11]
and Baranger [12]. It involves the computation of the
so-called centroid matrix which, in an arbitrary spherical
basis of H1 {a†p}, reads

hcent

pq ⌘

X

µ2HA+1

S+pq
µ E+

µ +
X

⌫2HA�1

S�pq
⌫ E�

⌫ , (13a)

and is nothing but the first moment M(1) of the spectral
function matrix (see Eq. 9). E↵ective single-particle en-
ergies and associated states are extracted, respectively,
as eigenvalues and eigenvectors of hcent, i.e. by solving

hcent  cent

p = ecentp  cent

p , (14)

where the resulting spherical basis is denoted as {c†p}.
Written in that basis, centroid energies invoke diagonal
spectroscopic probabilities6

ecentp ⌘

X

µ2HA+1

S+pp
µ E+

µ +
X

⌫2HA�1

S�pp
⌫ E�

⌫ , (15)

and acquire the meaning of an average of one-nucleon sep-
aration energies weighted by the probability to reach the
corresponding A+1 (A-1) eigenstates by adding (remov-
ing) a nucleon to (from) the single-particle state  cent

p .
Centroid energies are by construction in one-to-one cor-
respondence with states of a single-particle basis of H1

which, as already pointed out before, is not the case of
correlated one-nucleon separation energies with non-zero
spectroscopic strength.
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are irreducible by definition. An example at second or-
der is given by the two diagrams (C14): the first term
(C14a) is a skeleton diagram while the second self-energy
contribution (C14b) can be generated by two successive
insertions of the first-order term (C13b).

↑ ω′ ↑ ω′′

j g

↓ ω′′′

i f

d

c

h

e

, (C14a)

c i e g
↓ ω′

← ω′′

d j f h

→ ω′′′

.(C14b)

After this distinction one can work out that the com-
plete propagators expansion can be generated by keep-
ing only irreducible skeleton self-energy diagrams and by
substituting in such diagrams all unperturbed propaga-
tors with dressed ones. Dressed propagators are Green’s
functions that are solution of Gorkov’s equations: their
appearance in the self-energy expansion generates the
self-consistency characterizing the method.

It follows that only irreducible skeleton self-energy di-
agrams with dressed or interacting propagators have to
be computed. Single-particle dressed propagators are de-
picted as solid double lines and are labelled by two indices

and an energy as the unperturbed ones, i.e.

G11
ab(ω) ≡ ↑ ω

b

a

, (C15a)

G12
ab(ω) ≡ ↑ ω

b̄

a

, (C15b)

G21
ab(ω) ≡ ↑ ω

b

ā

, (C15c)

G22
ab(ω) ≡ ↑ ω

b̄

ā

. (C15d)

The diagrammatic rules for computing the irreducible
self-energies are then the same of the reducible case, with
the only difference that dressed propagators (C15) have
to be used instead of the bare ones.

2. Self-energies

a. First order

This subsection addresses the calculation of the first-
order self-energy diagrams.
The first normal contribution corresponds to the stan-

dard Hartree-Fock self-energy. It is depicted as

Σ11 (1)
ab (ω) =

b

c

d

a
↓ ω′ ,

(C16)
and reads

Σ11 (1)
ab (ω) = −i

∫

C↑

dω′

2π

∑

cd

V̄acbd G
11
dc(ω

′) , (C17)

where the energy integral is to be performed in the up-
per half of the complex energy plane, according to the
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in the block of b̄). Green’s functions G11 and G22 are
called normal propagators while off-diagonal ones, G12

and G21, are denoted as anomalous propagators.
Expanding the bra and the ket in Eq. (26) through

Eq. (20), Gorkov propagators can be expressed as linear
combinations of Green’s functions in the systems with
N,N ± 2, N ± 4, ... particles in the case of G11 and G22

G11
ab(t, t

′) = −i ⟨Ψ0|T
{

aa(t)a
†
b(t

′)
}

|Ψ0⟩

= −i
even
∑

N

c∗NcN⟨ψN
0 |T

{

aa(t)a
†
b(t

′)
}

|ψN
0 ⟩

≡
even
∑

N

c∗NcN G11 (N,N)
ab (t, t′) , (28)

G22
ab(t, t

′) = −i ⟨Ψ0|T
{

ā†a(t)āb(t
′)
}

|Ψ0⟩

= −i
even
∑

N

c∗NcN ⟨ψN
0 |T

{

ā†a(t)āb(t
′)
}

|ψN
0 ⟩

≡
even∑

N

c∗NcN G22 (N,N)
ab (t, t′) , (29)

and as a linear combination of pair propagators between
the ground states of (N±2, N), (N±4, N±2), ... systems
in the case of G12 and G21

G12
ab(t, t

′) = −i ⟨Ψ0|T {aa(t)āb(t′)} |Ψ0⟩

= −i
even
∑

N

c∗N−2cN ⟨ψN−2
0 |T {aa(t)āb(t′)} |ψN

0 ⟩

≡
even
∑

N

c∗N−2cN G12 (N−2,N)
ab (t, t′) , (30)

G21
ab(t, t

′) = −i ⟨Ψ0|T
{

ā†a(t)a
†
b(t

′)
}

|Ψ0⟩

= −i
even
∑

N

c∗N+2cN⟨ψN+2
0 |T

{

ā†a(t)a
†
b(t

′)
}

|ψN
0 ⟩

≡
even
∑

N

c∗N+2cN G21 (N+2,N)
ab (t, t′) . (31)

In particular, G11 (N,N) corresponds to the standard
single-particle propagator for a system with N particles
introduced in Eq. (11). A comment on the coefficients
cN is in order at this point. Although Gorkov propaga-
tors are defined as a sum of several terms with different
particle numbers, their weight is peaked around the ac-
tual number of particles N of the targeted system because
of constraint (22). This observation plays an important
role in the reliability of the generalized Lehmann repre-
sentation introduced in Section IV.
Just as for ordinary Green’s functions, normal and

anomalous propagators depend only on the difference of
the time arguments, hence on a single energy argument
when Fourier transformed to the energy domain.

D. Nambu matrix formalism

Gorkov’s propagators can be conveniently grouped into
a matrix representation, first introduced by Nambu [28].
After defining an ”annihilation” column vector made of
annihilation and creation operators

Aa(t) ≡
(

aa(t)
ā†a(t)

)

, (32a)

and a ”creation” row vector

A
†
a(t) ≡

(

a†a(t) āa(t)
)

, (32b)

one can write the four propagators (26) in the matrix
form

iGab(t, t
′) ≡ ⟨Ψ0|T

{

Aa(t)A
†
b(t

′)
}

|Ψ0⟩

= i

⎛

⎝

G11
ab(t, t

′) G12
ab(t, t

′)

G21
ab(t, t

′) G22
ab(t, t

′)

⎞

⎠ . (33)

Gab =

⎛

⎝

G11
ab G12

ab

G21
ab G22

ab

⎞

⎠ = . (34)

In general, any object Og1g2
ab defined in Gorkov’s space

can be put into such a matrix form

Oab(t, t
′) ≡

⎛

⎝

O11
ab(t, t

′) O12
ab(t, t

′)

O21
ab(t, t

′) O22
ab(t, t

′)

⎞

⎠ , (35)

with indices g1 and g2 labeling respectively the rows and
the columns of the matrix.

E. Gorkov equations

In the standard case, the derivation of the equations
of motion and the formulation of a diagrammatic expan-
sion for the single-particle propagator lead to defining
the irreducible self-energy and Dyson’s equation, through
which the propagator of the interacting system can be
computed. One proceeds similarly in the Gorkov formal-
ism. The first step consists in separating the Hamiltonian
into an ”unperturbed” one-body part and an interacting
part. This is conveniently achieved by introducing an
auxiliary, one-body (Hermitian) potential U taking the
general form

U ≡
∑

ab

Uab a
†
aab (36)

and by defining

Ω = T + U
︸ ︷︷ ︸

≡ Ω0

+V NN + V NNN − U
︸ ︷︷ ︸

≡ ΩI

. (37)

○ 4 one-body Gorkov  propagators
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pearance in the self-energy expansion generates the self-
consistency characterizing the method.
It follows that only irreducible self-energy diagrams

with dressed or interacting propagators have to be com-
puted. Single-particle dressed propagators are depicted
as solid double lines and are labelled by two indices and
an energy as the unperturbed ones, i.e.

G11
ab(ω) ≡ ↑ ω

b

a

, (C9a)

G12
ab(ω) ≡ ↑ ω

b̄

a

, (C9b)

G21
ab(ω) ≡ ↑ ω

b

ā

, (C9c)

G22
ab(ω) ≡ ↑ ω

b̄

ā

. (C9d)

The diagrammatic rules for computing the irreducible
self-energies are then the same of the reducible case, with
the only difference that dressed propagators (C9) have to
be used instead of the bare ones.

2. Self-energies

a. First order

This subsection addresses the calculation of the first-
order self-energy diagrams.
The first normal contribution corresponds to the stan-

dard Hartree-Fock self-energy. It is depicted as

Σ11 (1)
ab =

b

c

d

a
↓ ω′ , (C10)

and reads

Σ11 (1)
ab (ω) = −i

∫

C↑

dω′

2π

∑

cd

V̄acbd G
11
dc(ω

′) , (C11)

where the energy integral is to be performed in the up-
per half of the complex energy plane, according to the
convention introduced in Rule 6. Inserting the Lehmann
form (54a) of the propagator one obtains

Σ11 (1)
ab (ω) = −i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Ūk
d Ūk∗

c

ω′ − ωk + iη

− i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Vk∗
d Vk

c

ω′ + ωk − iη

=
∑

cd,k

V̄acbd Vk∗
d Vk

c , (C12)

where the residue theorem has been used, i.e. the first
term, with +iη in the denominator, contains no pole in
the upper plane and thus cancels out. As in the standard
case the Hartree-Fock self-energy is energy independent.
Similarly one computes the other normal self-energy

term

Σ22 (1)
ab (ω) =

b̄

c̄

d̄

ā
↓ ω′ ,

(C13)
which reads

Σ22 (1)
ab (ω) = −i

∫

C↓

dω′

2π

∑

cd

V̄āc̄b̄d̄G
22
cd(ω

′)

= −i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
V̄k
c V̄k∗

d

ω′ − ωk + iη

− i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
Uk∗
c Uk

d

ω′ + ωk − iη

= −
∑

cd,k

V̄āc̄b̄d̄ V̄k
c V̄k∗

d

= −
∑

cd,k

V̄ācb̄d Vk
c̄ Vk∗

d̄

= −
∑

cd,k

V̄acbd Vk
c Vk∗

d

= −Σ11 (1)
ab (ω) . (C14)

The anomalous contributions to the self-energy at first
order are

Σ12 (1)
ab =

b̄

← ω′

a
c d̄

, (C15)
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where the notation Ek1k2k3 ≡ ωk1 + ωk2 + ωk3 has been introduced. Summing the two terms one has

Σ11 (2′+2′′)
ab (ω) =

1

2

∑

k1k2k3

{

Mk1k2k3
a (Mk1k2k3

b + 2Pk1k2k3
b )†

ω − Ek1k2k3 + iη
+

N k1k2k3
a

†
(N k1k2k3

b + 2Qk1k2k3
b )

ω + Ek1k2k3 − iη

}

, (94)
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F. Matrix representation of Gorkov’s equations

Defining quantities W and Z through

(ωk − Ek1k2k3)Wk1k2k3
k ≡

∑
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Ck1k2k3
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Gorkov’s equations (67) computed in terms of second-order self-energies can be rewritten as
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which grouped together with Eq. (98) provide a set of four coupled equations for unknowns U , V , W and Z that can
be displayed in a matrix form as

ωk

⎛

⎜
⎝

U
V
W
Z

⎞

⎟
⎠

k

=

⎛

⎜
⎜
⎝

T − µ+ Λ h̃ C −D†

h̃† −T + µ− Λ −D† C
C† −D E 0
−D C† 0 −E

⎞

⎟
⎟
⎠

⎛

⎜
⎝

U
V
W
Z

⎞

⎟
⎠

k

≡ Ξ

⎛

⎜
⎝

U
V
W
Z

⎞

⎟
⎠

k
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convention introduced in Rule 6. Inserting the Lehmann
form (53a) of the propagator one obtains

Σ11 (1)
ab (ω) = −i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Ūk
d Ūk∗

c

ω′ − ωk + iη

− i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Vk∗
d Vk

c

ω′ + ωk − iη

=
∑

cd,k

V̄acbd Vk∗
d Vk

c , (C18)

where the residue theorem has been used, i.e. the first
term, with +iη in the denominator, contains no pole in
the upper plane and thus cancels out. As in the standard
case the Hartree-Fock self-energy is energy independent.
Similarly one computes the other normal self-energy

term

Σ22 (1)
ab (ω) =

b̄

c̄

d̄

ā
↓ ω′ ,

(C19)
which reads

Σ22 (1)
ab (ω) = −i

∫

C↓

dω′

2π

∑

cd

V̄āc̄b̄d̄ G
22
cd(ω

′)

= −i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
V̄k
c V̄k∗

d

ω′ − ωk + iη

− i

∫
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dω′

2π

∑

cd,k

V̄āc̄b̄d̄
Uk∗
c Uk

d

ω′ + ωk − iη

= −
∑

cd,k

V̄āc̄b̄d̄ V̄k
c V̄k∗

d

= −
∑

cd,k

V̄ācb̄d Vk
c̄ Vk∗

d̄

= −
∑

cd,k

V̄acbd Vk
c Vk∗

d

= −Σ11 (1)
ab (ω) . (C20)

The anomalous contributions to the self-energy at first
order are

Σ12 (1)
ab (ω) =

b̄

← ω′

a
c d̄

, (C21)

Σ21 (1)
ab (ω) = d

← ω′

c̄
ā b

, (C22)

and are written respectively as

Σ12 (1)
ab (ω) = − i

2

∫
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dω′
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cd
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12
cd(ω
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2
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cd,k
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Ūk
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2
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2π

∑
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V̄ab̄cd̄
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1

2
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c Uk

d , (C23)
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=
1

2

∑

cd,k

V̄ābc̄d Uk∗
c Vk

d

=
[

Σ12 (1)
ba (ω)

]∗

, (C24)

where the same integration technique as in (C18) has
been used.

b. Second order

Let us proceed now the computation of the second-
order contributions. The first term is the standard
second-order self-energy

Σ11 (2′)
ab (ω) = ↑ ω′ ↑ ω′′

d g

↓ ω′′′

c f

b

a

h

e

(C25)

which reads
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d Ūk∗

c

ω′ − ωk + iη

− i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Vk∗
d Vk

c

ω′ + ωk − iη

=
∑

cd,k

V̄acbd Vk∗
d Vk

c , (C18)

where the residue theorem has been used, i.e. the first
term, with +iη in the denominator, contains no pole in
the upper plane and thus cancels out. As in the standard
case the Hartree-Fock self-energy is energy independent.
Similarly one computes the other normal self-energy

term

Σ22 (1)
ab (ω) =

b̄

c̄

d̄

ā
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which yields
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cd(ω′)G22

fg(ω
′′)G22

he(ω
′ + ω′′ − ω)

= −1

2

∫
dω′

2π

dω′′

2π

∑

cdefgh,k1k2k3

V̄āēc̄f̄ V̄d̄ḡb̄h̄

{

V̄k1
c V̄k1∗

d

ω′ − ωk1
+ iη

+
Uk1∗

c Uk1

d

ω′ + ωk1
− iη

}

×
{

V̄k2

f V̄k2∗
g

ω′ − ωk2
+ iη

+
Uk2∗

f Uk2
g

ω′ + ωk2
− iη

} {

V̄k3

h V̄k3∗
e

ω′ − ωk3
+ iη

+
Uk3∗

h Uk3
e

ω′ + ωk3
− iη

}

=
1

2

∑

cdefgh,k1k2k3

V̄āēc̄f̄ V̄d̄ḡb̄h̄

{

V̄k1
c V̄k1∗

d V̄k2

f V̄k2∗
g Uk3∗

h Uk3
e

ω − (ωk1
+ ωk2

+ ωk3
) + iη

+
Uk1∗

c Uk1

d Uk2∗
f Uk2

g V̄k3

h V̄k3∗
e

ω + (ωk3
+ ωk1

+ ωk2
)− iη

}

, (C19)

and

Σ22 (2′′)
ab (ω) =

d̄ ḡ

↑ ω′

c̄ f

↑ ω′′′↑ ω′′

b̄

ā

h̄

e

, (C20)

which is evaluated as

Σ22 (2′′)
ab (ω) = −

∫
dω′

2π

dω′′

2π

∑

cdefgh

V̄āec̄f V̄d̄ḡb̄h̄ G22
cd(ω′)G12

fh(ω′′)G21
ge(ω

′ + ω′′ − ω) (C21)

= −
∫

dω′

2π

dω′′

2π

∑

cdefgh,k1k2k3

V̄āec̄f V̄d̄ḡb̄h̄

{

V̄k1
c V̄k1∗

d

ω′ − ωk1
+ iη

+
Uk1∗

c Uk1

d

ω′ + ωk1
− iη

}

×
{

Ūk2

f V̄k2∗
h

ω′′ − ωk2
+ iη

+
Vk2∗

f Uk2

h

ω′′ + ωk2
− iη

} {

V̄k3
g Ūk3∗

e

ω′ + ω′′ − ω − ωk3
+ iη

+
Uk3∗

g Vk3
e

ω′ + ω′′ − ω + ωk3
− iη

}

=
∑

cdefgh,k1k2k3

V̄āec̄f V̄d̄ḡb̄h̄

{

V̄k1
c V̄k1∗

d Ūk2

f V̄k2∗
h V̄k3

g Ūk3∗
e

ω − (ωk1
+ ωk2

+ ωk3
) + iη

+
Uk1∗

c Uk1

d Vk2∗
f Uk2

h Uk3∗
g Vk3

e

ω + (ωk3
+ ωk1

+ ωk2
)− iη

}

.

The first of the anomalous self-energy is

Σ12 (2′)
ab (ω) = h b̄

← ω′

↑ ω′′ ↓ ω′′′

c f

a

d̄g

e

, (C22)
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Σ11 (2′)
ab (ω) = −1

2

∫
dω′

2π

dω′′

2π

dω′′′

2π

∑

cdefgh

V̄aecf V̄dgbh G11
cd(ω′)G11

fg(ω
′′)G11

he(ω
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= −1

2

∫
dω′

2π
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∑

cdefgh

V̄aecf V̄dgbh G11
cd(ω′)G11

fg(ω
′′)G11

he(ω
′ + ω′′ − ω) . (C13)

The integrations over the two energy variables are performed in this case using two successive applications of the
formula

I(E) =

∫ +∞

−∞

dE′

2πi

{
F1

E′ − f1 + iη
+

B1

E′ − b1 − iη

} {
F2

E′ − E − f2 + iη
+

B2

E′ − E − b2 − iη

}

=

{
F1B2

E − (f1 − b2) + iη
− F2B1

E − (f2 − b1)− iη

}

. (C14)

The above integral, defined on the real axis, is computed by extending the integration to a large semicircle in the
upper or lower complex half plane of E′ (this can be done since the integrand behaves as |E′|−2 for |E′| → ∞ and
this branch do not contribute to the integral) and then by using the residue theorem. Of the four terms, two have
poles in the same half plane and yield zero as the contour can be closed in the other half. Applying this formula to
the integral (C13) we obtain

Σ11 (2′)
ab (ω) = −1

2

∫
dω′

2π
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2π
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}

×
{

Ūk2

f Ūk2∗
g
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+
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g
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} {

Ūk3

h Ūk3∗
e
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+
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e
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}

=
1

2

∑
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{
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c Ūk1∗
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e
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d Vk2∗
f Vk2

g Ūk3

h Ūk3∗
e

ω + (ωk3
+ ωk1

+ ωk2
)− iη

}

. (C15)

With the same technique we can evaluate all other terms contributing to the second order self-energy. We have

Σ11 (2′′)
ab (ω) = ↑ ω′

d ḡ

c f

↑ ω′′′↑ ω′′

b

a

h̄

e

(C16)

which reads

Σ11 (2′′)
ab (ω) = −

∫
dω′

2π
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2π

∑

cdefgh
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fh(ω′′)G21
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′ + ω′′ − ω) (C17)

= −
∫
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dω′′

2π

∑

cdefgh,k1k2k3

V̄aecf V̄dḡbh̄
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}

×
{
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.

The two diagrams of the other normal self-energy Σ22 are respectively

Σ22 (2′)
ab (ω) = ↑ ω′ ↓ ω′′′

d̄ ḡ

↑ ω′′

c̄ f̄

b̄

ā

h̄

ē

, (C18)
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for what concerns the first contribution, which reads

Σ12 (2′)
ab (ω) =

∫
dω′

2π

dω′′

2π

∑

cdefgh

V̄aecf V̄hb̄gd̄ G12
cd(ω′)G11

eg(ω′′)G11
hf (ω′ + ω′′ − ω) (C23)

=
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,

and

Σ12 (2′′)
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← ω′
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↖ ω′′

e
a

d̄ḡ

, (C24)

yielding

Σ12 (2′′)
ab (ω) =
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2
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,

Finally

Σ21 (2′)
ab (ω) =

g d

↑ ω′′ ↓ ω′′′

ā e

c̄

b

↑ ω′′′

h

f

, (C26)

[Somà, Duguet & Barbieri 2011]

○ Symmetry must be eventually restored

⦿ Gorkov scheme generalises GF theory to superfluid systems



⦿ Development of a new ChEFT-inspired Hamiltonian: NNLOsat
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A. EKSTRÖM et al. PHYSICAL REVIEW C 91, 051301(R) (2015)

FIG. 1. (Color online) Ground-state energy (negative of binding
energy) per nucleon (top), and residuals (differences between com-
puted and experimental values) of charge radii (bottom) for selected
nuclei computed with chiral interactions. In most cases, theory
predicts too-small radii and too-large binding energies. References:
a[40,41], b[24], c [23], d [22], e [42], f [43], g [44], h [45], i [46].
The red diamonds are NNLOsat results obtained in this work.

to low-energy observables (as opposed to the traditional
adjustment of two-nucleon forces to NN scattering data at
higher energies). Third, the impact of many-body effects
entering at higher orders (e.g., higher-rank forces) might be
reduced if heavier systems, in which those effects are stronger,
are included in the optimization.

Besides these theoretical arguments, there is also one
practical reason for a paradigm shift: predictive power and
large extrapolations do not go together. In traditional ap-
proaches, where interactions are optimized for A = 2,3,4,
small uncertainties in few-body systems (e.g., by forcing a
rather precise reproduction of the A = 2,3,4 sectors at a
rather low order in the chiral power counting) get magnified
tremendously in heavy nuclei; see, for example, Ref. [24].
Consequently, when aiming at reliable predictions for heavy
nuclei, it is advisable to use a model that performs well for
light- and medium-mass systems. In our approach, light nuclei
are reached by interpolation while medium-mass nuclei by a
modest extrapolation. In this context, it is worth noting that the
most accurate calculations for light nuclei with A ! 12 [59]
employ NNN forces adjusted to 17 states in nuclei with
A ! 8 [60]. Finally, we point out that nuclear saturation can
be viewed as an emergent phenomenon. Indeed, little in the
chiral EFT of nuclear forces suggest that nuclei are self-bound
systems with a central density (or Fermi momentum) that is
practically independent of mass number. This viewpoint makes
it prudent to include the emergent momentum scale into the
optimization, which is done in our case by the inclusion of
charge radii for 3H, 3,4He, 14C, and 16O. This is similar in spirit
to nuclear mean-field calculations [61] and nuclear density
functional theory [62,63] where masses and radii provide key
constraints on the parameters of the employed models.

Optimization protocol and model details. We seek to
minimize an objective function to determine the optimal set
of coupling constants of the chiral NN + NNN interaction
at NNLO. Our dataset of fit-observables includes the binding
energies and charge radii of 3H, 3,4He, 14C, and 16O, as well

TABLE I. Binding energies (in MeV) and charge radii (in fm)
for 3H, 3,4He, 14C, and 16,22,23,24,25O employed in the optimization of
NNLOsat.

Eg.s. Expt. [69] rch Expt. [65,66]

3H 8.52 8.482 1.78 1.7591(363)
3He 7.76 7.718 1.99 1.9661(30)
4He 28.43 28.296 1.70 1.6755(28)
14C 103.6 105.285 2.48 2.5025(87)
16O 124.4 127.619 2.71 2.6991(52)
22O 160.8 162.028(57)
24O 168.1 168.96(12)
25O 167.4 168.18(10)

as binding energies of 22,24,25O as summarized in Table I.
To obtain charge radii rch from computed point-proton radii
rpp we use the standard expression [64]: ⟨r2

ch⟩ = ⟨r2
pp⟩ +

⟨R2
p⟩ + N

Z
⟨R2

n⟩ + 3!2

4m2
pc2 , where 3!2

4m2
pc2 = 0.033 fm2 (Darwin–

Foldy correction), R2
n = − 0.1149(27) fm2 [65], and Rp =

0.8775(51) fm [66]. In this work we ignore the spin-orbit
contribution to charge radii [67]. From the NN sector, the
objective function includes proton-proton and neutron-proton
scattering observables from the SM99 database [68] up to
35 MeV scattering energy in the laboratory system as well
as effective range parameters, and deuteron properties (see
Table II). The maximum scattering energy was chosen such
that an acceptable fit to both NN scattering data and many-
body observables could be achieved.

In the present optimization protocol, the NNLO chiral
force is tuned to low-energy observables. The comparison
with the high-precision chiral NN interaction N3 LOEM [49]
and experimental data presented in Table II demonstrates the
quality of NNLOsat at low energies.

The results for 3H and 3,4He (and 6Li) were computed
with the no-core shell model (NCSM) [6,10] accompanied
by infrared extrapolations [75]. The NNN force of NNLOsat
yields about 2 MeV of binding energy for 4He. Heavier nuclei

TABLE II. Low-energy NN data included in the optimization.
The scattering lengths aand effective ranges r are in units of fm. The
proton-proton observables with superscript C include the Coulomb
force. The deuteron binding energy (ED , in MeV), structure radius
(rD , in fm), and quadrupole moment (QD , in fm2) are calculated
without meson-exchange currents or relativistic corrections. The
computed d -state probability of the deuteron is 3.46%.

NNLOsat N3 LOEM [49] Expt. Ref.

aC
pp − 7.8258 − 7.8188 − 7.8196(26) [70]

rC
pp 2.855 2.795 2.790(14) [70]

ann − 18.929 − 18.900 − 18.9(4) [71]
rnn 2.911 2.838 2.75(11) [72]
anp − 23.728 − 23.732 − 23.740(20) [73]
rnp 2.798 2.725 2.77(5) [73]
ED 2.22457 2.22458 2.224566 [69]
rD 1.978 1.975 1.97535(85) [74]
QD 0.270 0.275 0.2859(3) [73]
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○ Simultaneous fit of low-energy constants in 2- and 3-body sectors
○ Data from light nuclei included in fit of low-energy constants
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⦿ Generated debate in the community

○ Ab initio philosophy?

○ EFT philosophy?

○ Which data should we use to fix the parameters of the interaction?

○ Optimistic view: NNLOsat  indicates that ChEFT strategy is feasible



N3LO NN + 3N (LNL) interaction
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⦿ Novel version of the ‘standard’ N3LO interaction
[Navrátil 2018]○ “Local/nonlocal” (LNL) regulators

○ Follows traditional ab initio strategy (fit X-body sector on X-body data)
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Systematics in mid-mass nuclei

⦿ Systematic investigation of Z=18-24 region
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Systematics in mid-mass nuclei

⦿ Systematic investigation of Z=18-24 region
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⦿ Currently, description of doubly open-shell nuclei quantitatively worsens with deformation

Doubly open-shell nuclei
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Charge radii
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⦿ Charge radii along argon, calcium and titanium chains
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⦿ Charge radii along calcium and nickel chains
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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Spectral strength distribution
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X
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Z
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Gba(z) oab (59)

oab = ha | O|bi (60)

E0 = h N
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2

X
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Z
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors

SF
+
µ

⌘ TrH1

⇥
S+
µ

⇤
=

X

a2H1

��Ua

µ

��2 (63a)
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�

⌫
⌘ TrH1

⇥
S�

⌫

⇤
=

X

a2H1

|V a

⌫
|2 (63b)

which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through

S(z) ⌘
X

µ2HA+1

S+
µ
�(z � E

+
µ
) +

X

⌫2HA�1

S�

⌫
�(z � E

�

⌫
)

where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)

S(z) ⌘ TrH1 [S(z)] (64)

=
X

µ2HA+1

SF
+
µ
�(z � E

+
µ
) +

X

⌫2HA�1
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�

⌫
�(z � E

�

⌫
)

which is a basis-independent function of the energy.

S(z) =
X

µ2HA+1

SF
+
µ
�(z � E

+
µ
) +

X

⌫2HA�1

SF
�

⌫
�(z � E

�

⌫
)

⌧ ⇠ �
�1
k

�k = 0 �! ⌧ = 1

zk = "k + i�k

G(k, z)⇤ = G(k, z⇤)

Spectral representation



⦿ Clean connection to (e,e’p) experiments

Target (A-body)
(A-1)-body

k’e

p
pm

Results from (e,e’p) on 16O (ALS in Saclay)

ke

[Mougey et al. 1980]
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FIG. 9. (Color online) Diagonal part of the complete pro-
ton spectral function, Eq. (A1), for closed subshell isotopes
14,16,22,24,28O. The discretised energy peaks that appear as
energy delta functions in Eq. (3) have been smeared with
Lorentzians of suitable with. Energies below the Fermi sur-
face, EF , correspond to the hole part of the spectral distri-
bution while those above are for particle addition. The part
for ! > 0 MeV (plotted in red) correspond to proton-nucleus
scattering states.
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FIG. 10. (Color online) Same as Fig. 9 but for neutrons.

bility of adding a nucleon with quantum numbers ↵ to the
A-body ground state, | A

0
i, and then to find the system

in a final state with energy EA+1 = EA
0
+ !. Likewise,

Sh
↵↵(!) gives the probability of removing a particle from

state ↵ and later finding the nucleus in an eigenfunction
of energy EA�1 = EA

0
� !. Once transformed to coor-

dinate or momentum representations, these distributions

[Cipollone et al. 2015]

SCGF calculations

Spectral strength in experiments

q

○ Measuring q and p gives information on pm

○ Similarly for missing energy Em

○ Spectral strength distribution  ⇿  P(pm, Em)

⦿ Spectroscopy via knockout/transfer exp.



Spectral strength distribution

⦿ 34Si neutron addition & removal strength

ADC(1)

○ Independent-particle picture
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Spectral strength distribution

ADC(2)

○ Second-order dynamical correlations fragment IP peaks

⦿ 34Si neutron addition & removal strength
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Spectral strength distribution

ADC(3)

○ Third-order compresses the spectrum (main peaks)
○ Further fragmentation is generated
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[Thorn et al. 1984]
[Eckle et al. 1989]Exp. data:ADC(3)

○ Third-order correlations compress the spectrum
○ Further fragmentation is generated

Reduction of E1/2- - E3/2- spin-orbit splitting 
(unique in the nuclear chart) well reproduced

⦿ 34Si neutron addition & removal strength
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K spectra

[Papuga et al. 2013]

J. PAPUGA et al. PHYSICAL REVIEW C 90, 034321 (2014)

FIG. 1. (Color online) Experimental energies for 1/2+ and 3/2+

states in odd-A K isotopes. Inversion of the nuclear spin is obtained in
47,49K and reinversion back in 51K. Results are taken from [16,23–25].
Ground-state spin for 49K and 51K were established [22].

of the orbitals is driven by the monopole part of the proton-
neutron interaction, which can be decomposed into three com-
ponents: the central, vector, and tensor. Initially Otsuka et al.
[12] suggested that the evolution of the ESPEs is mainly due to
the tensor component. However, in more recent publications
[11,13,14] several authors have shown that both the tensor
term as well as the central term have to be considered.

Regarding the shell model, potassium isotopes are excellent
probes for this study, with only one proton less than the magic
number Z = 20. Nevertheless, little and especially conflicting
information is available so far for the neutron-rich potassium
isotopes. Level schemes based on the tentatively assigned spins
of the ground state were provided for 48K [15] and 49K [16]. In
addition, an extensive discussion was presented by Gaudefroy
[17] on the energy levels and configurations of N = 27,28,
and 29 isotones in the shell-model framework and compared
to the experimental observation, where available. However, the
predicted spin of 2− for 48K, is in contradiction with Iπ = (1−)
proposed by Królas et al. [15]. In addition, the nuclear spin of
the ground state of 50K was proposed to be 0− [18] in contrast
to the recent β-decay studies where it was suggested to be
1− [19]. The ground state spin-parity of 49K was tentatively
assigned to be (1/2+) by Broda et al. [16], contrary to the
earlier tentative (3/2+) assignment from β-decay spectroscopy
[20]. For 51K, the nuclear spin was tentatively assigned to be
(3/2+) by Perrot et al. [21].

Our recent hyperfine structure measurements of potassium
isotopes using the collinear laser spectroscopy technique
provided unambiguous spin values for 48–51K and gave the
answer to the question as to what happens with the proton sd
orbitals for isotopes beyond N = 28. By measuring the nuclear
spins of 49K and 51K to be 1/2 and 3/2 [22], respectively,
the evolution of these two states in the potassium isotopes
is firmly established. This is presented in Fig. 1 for isotopes
from N = 18 up to N = 32 where the inversion of the states
is observed at N = 28 followed by the reinversion back at
N = 32. In addition, we have confirmed a spin-parity 1− for
48K and 0− for 50K [26]. The measured magnetic moments
of 48–51K were not discussed in detail so far and will be
presented in this article. Additionally, based on the comparison
between experimental data and shell-model calculations, the
configuration of the ground-state wave functions will be

FIG. 2. (Color online) Schematic representation of the setup for
collinear laser spectroscopy at ISOLDE.

addressed as well. Finally, ab initio Gorkov-Green’s function
calculations of the odd-A isotopes will be discussed.

II. EXPERIMENTAL PROCEDURE

The experiment was performed at the collinear laser
spectroscopy beam line COLLAPS [27] at ISOLDE/CERN.
The radioactive ion beam was produced by 1.4-GeV protons
(beam current about 1.7 µA) impinging on a thick UCx target
(45 g/cm2). Ionization of the resulting fragments was achieved
by the surface ion source. The target and the ionizing tube
were heated to around 2000 ◦C. The accelerated ions (up to
40 kV) were mass separated by the high resolution separator
(HRS). The gas-filled Paul trap (ISCOOL) [28,29] was used
for cooling and bunching of the ions. Multiple bunches spaced
by 90 ms were generated after each proton pulse. The bunched
ions were guided to the setup for collinear laser spectroscopy
where they were superimposed with the laser. A schematic
representation of the beam line for collinear laser spectroscopy
is shown in Fig. 2.

A cw titanium:sapphire (Ti:Sa) laser was operated close
to the Doppler-shifted 4s 2S1/2 → 4p 2P1/2 transition at
769.9 nm, providing around 1 mW power into the beam
line. Stabilization of the laser system during the experiment
was ensured by locking the laser to a reference Fabry-Perot
interferometer maintained under vacuum, which in turn was
locked to a frequency stabilized helium-neon (HeNe) laser.
An applied voltage of ±10 kV on the charge exchange cell
(CEC) provided the Doppler tuning for the ions, which
were neutralized through the collisions with potassium vapor.
Scanning of the hyperfine structure (hfs) was performed by
applying an additional voltage in a range of ±500 V. The
resonance photons were recorded by four photomultiplier
tubes (PMT) placed immediately after the CEC. By gating
the signal on the PMTs to the fluorescence photons from the
bunches, the signal was only recorded for about 6 µs when
the bunches were in front of the PMTs. Consequently, the
background related to the scattered laser light was suppressed
by a factor ∼104 (6 µs/90 ms). More details about the setup
can be found in Ref. [26].

III. RESULTS

In Fig. 3 typical hyperfine spectra for 48–51K are shown.
The raw data are saved as counts versus scanning voltage. The
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⦿ Relevant for neutrino-nucleus scattering (e.g. DUNE)

Spectral function of 40Ar
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⦿ Relevant for neutrino-nucleus scattering (e.g. DUNE)



⦿ ADC(2) truncation, NNLOsat interaction

Neutrons

Spectral function of 40Ar



⦿ Many-body formalism well grounded

○ ChEFT is undergoing intense development, facing fundamental & practical issues

⦿ At present, interactions constitute main source of uncertainty

○ Pragmatic choices lead to successful applications

⦿ Extension of ab initio simulations to heavy nuclei

○ Computational challenges: 3NF, higher-order tensors, …

○ Formal challenges: extension to doubly open-shell, symmetry restoration

Conclusions

○ Closed- & open-shell nuclei, g.s. observables & spectroscopy, …

○ Two-body propagators to be implemented to access spectroscopy of even-even systems
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⦿ Approximate/truncated methods capture correlations via an expansion in ph excitations

⦿ Open-shell nuclei are (near-)degenerate with respect to ph excitations

open-shellclosed-shell

i j

a b

i j a b

⦿ Solution: multi-determinantal or symmetry-breaking reference state 

Doubly open-shell nuclei

Pairing correlations
↕ 

Superfluidity
↕

Breaking of U(1)

Quadrupole correlations
↕

Deformation
↕

Breaking of SU(2)

○ Symmetry-breaking solution allows to lift the degeneracy

Singly open-shells Doubly open-shells

To be developed and implementedDeveloped and implemented



Inclusion of ADC(3) in progress:

Notes on Gorkov ADC(3) formalism

C. Barbieri,1, ∗ T. Duguet,2, 3, 4, † and V. Somà2, ‡

1Department of Physics, University of Surrey, Guildford GU2 7XH, UK
2CEA-Saclay, IRFU/Service de Physique Nucléaire, F-91191 Gif-sur-Yvette, France

3KU Leuven, Instituut voor Kern- en Stralingsfysica, 3001 Leuven, Belgium
4National Superconducting Cyclotron Laboratory and Department of Physics and Astronomy,

Michigan State University, East Lansing, MI 48824, USA
(Dated: March 19, 2015)

We extend Gorkov-Green’s function formalism to the algebraic diagrammatic construction scheme
at third order [ADC(3)].

I. INTRODUCTION

There are 17 topologically distinct diagrams contribut-
ing to Gorkov ADC(3), all containing three interaction
lines. One interaction line is always connected to the in-
coming propagator, another one to the outgoing propaga-
tor. The diagrams can be then divided into three classes
depending on the nature of the intermediate interaction
line (not connected to any external line):

• Class A (intermediate “particle-particle1”)

• Class B (intermediate “hole-hole”)

• Class C (intermediate “particle-hole”)

We can further label a diagram according to the posi-
tion of the “hole” line (first from the left, second or third)
in the top and bottom interaction respectively, i.e. each
diagram will be denoted with Xij , where X ∈ {A,B,C}
and {i, j} ∈ {1, 2, 3}. In Figs. 1, 2 and 3 diagrams of
class A, B and C respectively are displayed.

1
4

A33

1
2

A32 = A31

1
2

A23 = A13 A11 = A22 = A12 = A21

FIG. 1. Gorkov ADC(3) diagrams of class A

∗ c.barbieri@surrey.ac.uk
† thomas.duguet@cea.fr
‡ vittorio.soma@cea.fr

1 In Dyson language.
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FIG. 2. Gorkov ADC(3) diagrams of class B
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FIG. 3. Gorkov ADC(3) diagrams of class C
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.
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FIG. 1. Diagrammatic representation of the effective 1B inter-
action of Eq. (10). This is given by the sum of the original 1B
potential (dotted line), the 2B interaction (dashed line) contracted
with a dressed SP propagator G (double line with arrow), and
the 3B interaction (long-dashed line) contracted with a dressed 2B
propagator GII . The correct symmetry factor of 1/4 in the last term
is also shown explicitly.

A. Interaction-irreducible diagrams

It is possible to further restrict the set of relevant diagrams
by exploiting the concept of effective interactions. Let us
consider an articulation vertex in a generic Feynman diagram.
A 2B, 3B or higher interaction vertex is an articulation vertex
if, when cut, it gives rise to two disconnected diagrams.2

Formally, a diagram is said to be interaction-irreducible if
it contains no articulation vertices. Equivalently, a diagram is
interaction reducible if there exists a group of fermion lines
(either interacting or not) that leaves one interaction vertex and
eventually all return to it.

When an articulation vertex is cut, one is left with a cycle of
fermion lines that all connect to the same interaction. If there
were p lines connected to this interaction vertex, this set of
closed lines would necessarily be part of a 2p-point GF.3 If this
GF is computed explicitly in the calculation, one can use it to
evaluate all these contributions straight away. This eliminates
the need for computing all the diagrams looping in and out
of the articulation vertex, at the expense of having to find the
many-body propagator. An n-body interaction vertex with p
fermion lines looping over it is an n − p effective interaction
operator. Infinite sets of interaction-reducible diagrams can be
subsummed by means of effective interactions.

The two cases of interest when 2B and 3B forces are present
in the Hamiltonian are shown in Figs. 1 and 2 that give,
respectively, the diagrammatic definition of the 1B and 2B
effective interactions. The 1B effective interaction is obtained
by adding up three contributions: the original 1B interaction;
a 1B average over the 2B interaction; and a 2B average
over the 3B force. The 1B and 2B averages are performed
using fully dressed propagators. Similarly, an effective 2B
force is obtained from the original 2B interaction plus a 1B
average over the 3B force. Note that these go beyond usual
normal-ordering “averages” in that they are performed over
fully correlated, many-body propagators. Similar definitions
would hold for higher-order forces and effective interactions
beyond the 3B level.

Hence, for a system with up to 3BFs, we define an effective
Hamiltonian,

H̃1 = Ũ + Ṽ + Ŵ , (9)

21B vertices cannot be split and therefore cannot be articulations.
3More specifically, these fermion lines contain an instantaneous

contribution of the many-body GF that enters and exits the same
interaction vertex, corresponding to a p-body reduced density matrix.

= +

FIG. 2. Diagrammatic representation of the effective 2B interac-
tion of Eq. (11). This is given by the sum of the original 2B interaction
(dashed line) and the 3B interaction (long-dashed line) contracted
with a dressed SP propagator G.

where Ũ and Ṽ represent effective interaction operators.
The diagrammatic expansion arising from Eq. (7) with the
effective Hamiltonian H̃1 is formed only of (1PI, skeleton)
interaction-irreducible diagrams to avoid any possible double
counting. Note that the 3B interaction Ŵ remains the same as
in Eq. (1) but enters only the interaction-irreducible diagrams
with respect to 3B interactions. The explicit expressions for
the 1B and 2B effective interaction operators are

Ũ =
∑

αβ

[
− Uαβ − ih̄

∑

γ δ

Vαγ ,βδ Gδγ (t− t+)

+ ih̄

4

∑

γ ϵ
δη

Wαγ ϵ,βδη GII
δη,γ ϵ(t− t+)

]
a†

αaβ , (10)

Ṽ = 1
4

∑

αγ
βδ

[
Vαγ ,βδ − ih̄

∑

ϵη

Wαγ ϵ,βδη Gηϵ(t− t+)
]
a†

αa†
γ aδaβ .

(11)

We have introduced a specific component of the four-point
GFs,

GII
δη,γ ϵ(t− t′) = G

4−pt
δη,γ ϵ(t+, t; t′, t′+), (12)

which involves two-particle and two-hole propagation. This
is the so-called two-particle and two-time Green’s function.
Let us also note that the contracted propagators in Eqs. (10)
and (11) correspond to the full 1B and 2B reduced density
matrices of the many-body system:

ρ1B
δγ =

〈
(N

0

∣∣a†
γ aδ

∣∣(N
0

〉
= −ih̄ Gδγ (t− t+), (13)

ρ2B
δη,γ ϵ =

〈
(N

0

∣∣a†
γ a†

ϵaηaδ

∣∣(N
0

〉
= ih̄ GII

δη,γ ϵ(t− t+). (14)

In a self-consistent calculation, effective interactions should
be computed iteratively at each step, using correlated 1B and
2B propagators as input.

The effective Hamiltonian of Eq. (9) not only regroups
Feynman diagrams in a more efficient way, but also defines
the effective 1B and 2B terms from higher order interactions.
Averaging the 3BF over one and two spectator particles in the
medium is expected to yield the most important contributions
to the many-body dynamics in nuclei [31,33]. We note that
Eqs. (10) and (11) are exact and can be derived rigorously
from the perturbative expansion. Details of the proof are
discussed in Appendix B. As long as interaction-irreducible
diagrams are used together with the effective Hamiltonian
H̃1, this approach provides a systematic way to incorporate
many-body forces in the calculations and to generate effective
in-medium interactions. More importantly, the formalism is
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if, when cut, it gives rise to two disconnected diagrams.2

Formally, a diagram is said to be interaction-irreducible if
it contains no articulation vertices. Equivalently, a diagram is
interaction reducible if there exists a group of fermion lines
(either interacting or not) that leaves one interaction vertex and
eventually all return to it.

When an articulation vertex is cut, one is left with a cycle of
fermion lines that all connect to the same interaction. If there
were p lines connected to this interaction vertex, this set of
closed lines would necessarily be part of a 2p-point GF.3 If this
GF is computed explicitly in the calculation, one can use it to
evaluate all these contributions straight away. This eliminates
the need for computing all the diagrams looping in and out
of the articulation vertex, at the expense of having to find the
many-body propagator. An n-body interaction vertex with p
fermion lines looping over it is an n − p effective interaction
operator. Infinite sets of interaction-reducible diagrams can be
subsummed by means of effective interactions.

The two cases of interest when 2B and 3B forces are present
in the Hamiltonian are shown in Figs. 1 and 2 that give,
respectively, the diagrammatic definition of the 1B and 2B
effective interactions. The 1B effective interaction is obtained
by adding up three contributions: the original 1B interaction;
a 1B average over the 2B interaction; and a 2B average
over the 3B force. The 1B and 2B averages are performed
using fully dressed propagators. Similarly, an effective 2B
force is obtained from the original 2B interaction plus a 1B
average over the 3B force. Note that these go beyond usual
normal-ordering “averages” in that they are performed over
fully correlated, many-body propagators. Similar definitions
would hold for higher-order forces and effective interactions
beyond the 3B level.

Hence, for a system with up to 3BFs, we define an effective
Hamiltonian,

H̃1 = Ũ + Ṽ + Ŵ , (9)

21B vertices cannot be split and therefore cannot be articulations.
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where Ũ and Ṽ represent effective interaction operators.
The diagrammatic expansion arising from Eq. (7) with the
effective Hamiltonian H̃1 is formed only of (1PI, skeleton)
interaction-irreducible diagrams to avoid any possible double
counting. Note that the 3B interaction Ŵ remains the same as
in Eq. (1) but enters only the interaction-irreducible diagrams
with respect to 3B interactions. The explicit expressions for
the 1B and 2B effective interaction operators are

Ũ =
∑
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− Uαβ − ih̄
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γ δ
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+ ih̄

4

∑

γ ϵ
δη

Wαγ ϵ,βδη GII
δη,γ ϵ(t− t+)

]
a†

αaβ , (10)
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We have introduced a specific component of the four-point
GFs,

GII
δη,γ ϵ(t− t′) = G

4−pt
δη,γ ϵ(t+, t; t′, t′+), (12)

which involves two-particle and two-hole propagation. This
is the so-called two-particle and two-time Green’s function.
Let us also note that the contracted propagators in Eqs. (10)
and (11) correspond to the full 1B and 2B reduced density
matrices of the many-body system:

ρ1B
δγ =
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In a self-consistent calculation, effective interactions should
be computed iteratively at each step, using correlated 1B and
2B propagators as input.

The effective Hamiltonian of Eq. (9) not only regroups
Feynman diagrams in a more efficient way, but also defines
the effective 1B and 2B terms from higher order interactions.
Averaging the 3BF over one and two spectator particles in the
medium is expected to yield the most important contributions
to the many-body dynamics in nuclei [31,33]. We note that
Eqs. (10) and (11) are exact and can be derived rigorously
from the perturbative expansion. Details of the proof are
discussed in Appendix B. As long as interaction-irreducible
diagrams are used together with the effective Hamiltonian
H̃1, this approach provides a systematic way to incorporate
many-body forces in the calculations and to generate effective
in-medium interactions. More importantly, the formalism is
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(a) (b)

FIG. 3. 1PI, skeleton and interaction-irreducible self-energy di-
agrams appearing at second order in the perturbative expansion of
Eq. (7), using the effective Hamiltonian of Eq. (9).

it corresponds to further interaction-reducible diagrams. By
expanding the effective 2B interaction according to Eq. (11),
the contribution of Fig. 3(a) splits into the four diagrams of
Fig. 4 (see also a similar example in Fig. 16).

The second interaction-irreducible diagram arises from
explicit 3BFs and it is given in Fig. 3(b). One may expect
this contribution to play a minor role due to phase space
arguments, as it involves 3p2h and 3h2p excitations at
higher excitation energies. Moreover, 3BFs are generally
weaker than the corresponding 2BFs (typically, ⟨Ŵ ⟩ ≈ 1

10 ⟨V̂ ⟩
for nuclear interactions [22,46]). Summarizing, at second
order in standard self-consistent perturbation theory, one
would find a total of five skeleton diagrams. Of these, only
two are interaction irreducible and need to be calculated when
effective interactions are considered.

Figure 5 shows all the 17 interaction-irreducible diagrams
appearing at third order. Again, note that, expanding the
effective interaction Ṽ , would generate a much larger number
of diagrams (53 in total). Diagrams Figs. 5(a) and 5(b) are
the only third-order terms that would appear in the 2BF
case. Numerically, these two diagrams only require evaluating
Eq. (11) beforehand, but can otherwise be dealt with using
existing 2BF codes. They have already been exploited to
include 3BFs in nuclear structure studies [21,25,27,35,37].

The remaining 15 diagrams, from Figs. 5(c)–5(q), appear
when 3BFs are introduced. These third-order diagrams are
ordered in Fig. 5 in terms of increasing numbers of 3B
interactions and, within these, in terms of increasing number of
particle-hole excitations. Qualitatively, one would expect that
this should correspond to a decreasing importance of their
contributions. Diagrams Figs. 5(a)–5(c), for instance, only
involve 2p1h and 2h1p intermediate configurations, normally

(a) (b)

(c) (d)

FIG. 4. These four diagrams are contained in diagram Fig. 3(a).
They correspond to one 2B interaction-irreducible diagram (a), and
three interaction-reducible diagrams (b)–(d).

needed to describe particle addition and removal energies to
dominant quasiparticle peaks as well as total ground-state
energies.

Diagram Fig. 5(c) includes one 3B irreducible interaction
term and still needs to be investigated within the SCGF method.
Normal-ordered Hamiltonian studies [31,33] clearly suggest
that this brings in a small correction to the total energy with
respect to diagrams Figs. 5(a) and 5(b). This is in line with
the qualitative analysis of the number of Ṽ and Ŵ interactions
entering these diagrams. Diagrams Figs. 5(a)–5(c) all represent
the first-order term in an all-order summation needed to
account for configuration mixing between 2p1h or 2h1p
excitations. Nowadays, resummations of these configurations
are performed routinely for the first two diagrams in third-order
algebraic diagrammatic construction, ADC(3), and FRPA
calculations [10,11,16].

The remaining diagrams of Fig. 5 all include 3p2h and
3h2p configurations. These become necessary to reproduce
the fragmentation patterns of shakeup configurations in
particle removal and addition experiments, i.e., Dyson orbits
beyond the main quasiparticle peaks. These contributions are
computationally more demanding. Diagrams Figs. 5(d)–5(k)
all describe interaction between 2p1h (2h1p) and 3p2h
(3h2p) configurations. These are split into four contributions
arising from two effective 2BFs and four that contain two
irreducible 3B interactions. Similarly, diagrams Figs. 5(l)–5(q)
are the first contributions to the configuration mixing among
3p2h or 3h2p states.

Appendix A provides the Feynman diagram rules to
compute the contribution associated with these diagrams.
Specific expressions for some diagrams in Fig. 5 are given.
We note that the Feynman rules remain unaltered whether
one uses the original, Û and V̂ , or the effective, Ũ or Ṽ ,
interactions. Hence, symmetry factors from equivalent lines
remain unchanged.

III. EQUATION-OF-MOTION METHOD

The perturbation theory expansion outlined in the previous
section is useful to identify new contributions arising from the
inclusion of 3B interactions. However, diagrams up to third
order alone do not necessarily incorporate all the necessary
information to describe strongly correlated quantum many-
body systems. For example, the strong repulsive character
of the nuclear force at short distances requires explicit all-
order summations of ladder series. All-order summations
of 2p1h and 2h1p are also required in finite systems to
achieve accuracy for the predicted ground-state and separation
energies, as well as to preserve the correct analytic properties
of the self-energy beyond second order.

To investigate approximation schemes for all-order sum-
mations including 3BFs, we now develop the EOM method.
This will provide special insight into possible self-consistent
expansions of the irreducible self-energy, !⋆. For 2B forces
only, the EOM technique defines a hierarchy of equations that
link each n-body GF to the (n − 1)- and the (n + 1)-body GFs.
When extended to include 3BFs, the hierarchy also involves
the (n + 2)-body GFs. A truncation of this Martin-Schwinger
hierarchy is necessary to solve the system of equations [5] and
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dominant quasiparticle peaks as well as total ground-state
energies.

Diagram Fig. 5(c) includes one 3B irreducible interaction
term and still needs to be investigated within the SCGF method.
Normal-ordered Hamiltonian studies [31,33] clearly suggest
that this brings in a small correction to the total energy with
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particle removal and addition experiments, i.e., Dyson orbits
beyond the main quasiparticle peaks. These contributions are
computationally more demanding. Diagrams Figs. 5(d)–5(k)
all describe interaction between 2p1h (2h1p) and 3p2h
(3h2p) configurations. These are split into four contributions
arising from two effective 2BFs and four that contain two
irreducible 3B interactions. Similarly, diagrams Figs. 5(l)–5(q)
are the first contributions to the configuration mixing among
3p2h or 3h2p states.

Appendix A provides the Feynman diagram rules to
compute the contribution associated with these diagrams.
Specific expressions for some diagrams in Fig. 5 are given.
We note that the Feynman rules remain unaltered whether
one uses the original, Û and V̂ , or the effective, Ũ or Ṽ ,
interactions. Hence, symmetry factors from equivalent lines
remain unchanged.

III. EQUATION-OF-MOTION METHOD

The perturbation theory expansion outlined in the previous
section is useful to identify new contributions arising from the
inclusion of 3B interactions. However, diagrams up to third
order alone do not necessarily incorporate all the necessary
information to describe strongly correlated quantum many-
body systems. For example, the strong repulsive character
of the nuclear force at short distances requires explicit all-
order summations of ladder series. All-order summations
of 2p1h and 2h1p are also required in finite systems to
achieve accuracy for the predicted ground-state and separation
energies, as well as to preserve the correct analytic properties
of the self-energy beyond second order.

To investigate approximation schemes for all-order sum-
mations including 3BFs, we now develop the EOM method.
This will provide special insight into possible self-consistent
expansions of the irreducible self-energy, !⋆. For 2B forces
only, the EOM technique defines a hierarchy of equations that
link each n-body GF to the (n − 1)- and the (n + 1)-body GFs.
When extended to include 3BFs, the hierarchy also involves
the (n + 2)-body GFs. A truncation of this Martin-Schwinger
hierarchy is necessary to solve the system of equations [5] and
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Note that, in general, T represents the 1B part of the
Hamiltonian which, in addition to the kinetic energy, might
also contain the 1B potential. Summing over all the external
SP states, α, one finds

∑

α

Iα =
〈
"N

0

∣∣T̂ + 2V̂ + 3Ŵ
∣∣"N

0

〉
. (36)

In other words, the sum over SP states of the first moment
of the spectral function yields a particular linear combination
of the contributions of the 1B, 2B, and 3B potentials to the
ground-state energy,

EN
0 =

〈
"N

0

∣∣Ĥ
∣∣"N

0

〉
=

〈
"N

0

∣∣T̂ + V̂ + Ŵ
∣∣"N

0

〉
. (37)

Because T̂ is a 1B operator, one can actually compute its
expectation value from the SP propagator itself:

〈
"N

0

∣∣T̂
∣∣"N

0

〉
= 1

π

∫ ϵ−
F

−∞
dω

∑

αβ

TαβIm Gβα(ω). (38)

The energy integral on the right-hand side yields the 1B density
matrix element, Eq. (13):

ρ1B
βα = 1

π

∫ ϵ−
F

−∞
dω Im Gβα(ω), (39)

which can be used to simplify the previous expression. For the
2B case, this is enough to provide an independent constraint
and hence allows for the calculation of the total energy.
The ground-state energy can then be computed from the 1B
propagator alone.

When 3BFs are present, however, one needs a third indepen-
dent linear combination of ⟨T̂ ⟩, ⟨V̂ ⟩, and ⟨Ŵ ⟩. Knowledge of
the 1B propagator is therefore not enough to compute the total
energy, because either the 2B or the 3B propagators are needed
to compute ⟨V̂ ⟩ or ⟨Ŵ ⟩ exactly. Depending on which of the
two operators is chosen, one is left with different expressions
for the energy of the ground state. This freedom in choice
could in principle be exploited to test the validity of different
approximations. In practical applications, however, one should
choose the combination that provides minimum uncertainty.

Let us start by considering the case where the 3B operator is
eliminated. Adding 2⟨T̂ ⟩ and ⟨V̂ ⟩ to the sum rule, Eq. (36), one
finds the following exact expression for the total ground-state
energy:

EN
0 = 1

3π

∫ ϵ−
F

−∞
dω

∑

αβ

(2Tαβ + ωδαβ)Im Gβα(ω)

+ 1
3

〈
"N

0

∣∣V̂
∣∣"N

0

〉
. (40)

The calculation of this expression requires the hole part of
the 1B propagator and the two-hole part of the 2B propagator,
which would appear in the second term. We note that this
expression is somewhat equivalent to the original GMK, in
that the ground-state energy is computed from 1B and 2B
operators, even though the Hamiltonian itself is a 3B operator.
This might prove advantageous in calculations where the 2B
propagator is computed explicitly.

Alternatively, one can eliminate the 2B contribution from
the GMK sum rule by adding ⟨T̂ ⟩ and subtracting ⟨Ŵ ⟩ to the
sum rule, Eq. (36). This leads to the following expression:

EN
0 = 1

2π

∫ ϵ−
F

−∞
dω

∑

αβ

(Tαβ + ωδαβ)Im Gβα(ω)

− 1
2

〈
"N

0

∣∣Ŵ
∣∣"N

0

〉
. (41)

The first term in this expression is formally the same as
that obtained in the case where only 2BFs are present in the
Hamiltonian. In that sense, the second term can be thought of as
a correction to the total energy associated with the 3BF. Note,
however, that the 3BF does influence the 1B propagator on the
first term and hence the correction should only be applied at
the very end of the self-consistent procedure.

Equations (40) and (41) are both exact. Which of the two is
employed in actual calculations will mostly depend on the
accuracy associated with the evaluation of the expectation
values, ⟨V̂ ⟩ and ⟨Ŵ ⟩. If the 2B interaction is dominant with
respect to the 3BF, for instance, the former will be a large
contribution. Small errors in the calculation of the 2B propa-
gator could eventually yield artificially large corrections in the
ground-state energy. In nuclear physics, the 3BF expectation
value is expected to provide a smaller contribution than
the 2BF [22,46]. Consequently, approximations in Eq. (41)
should lead to smaller absolute errors. This was the approach
that we recently followed in both finite nuclei and infinite
nuclear matter [27,35]. In finite nuclei, evaluating ⟨Ŵ ⟩ at first
order in terms of dressed propagators leads to satisfactory
results. However, accuracy is lost if free propagators, G(0)

are used instead. Equation (40) may eventually be useful in
calculations of infinite matter, in which the )4−pt is calculated
nonperturbatively.

This first-order approximation with undressed propagators
is traditionally used in nuclear structure. In this context,
three-body forces have been often discussed in the Hartree-
Fock approximation with Skyrme or Gogny functionals [1,66].
Zero-range forces have also been employed in ab initio–type
calculations [67]. It is perhaps instructive to point out at this
stage that the previous formulas apply to this case as well. In
particular, the Hartree-Fock approximation with 3BF can be
alternatively derived from the variational principle, under the
assumption that the many-body state is described by a Slater
determinant, |*N

0 ⟩. Diagonalizing an effective 1B hamiltonian
leads to a series of Hartree-Fock orbitals with single-particle
energies εα . The total energy under a 2B Hamiltonian is not the
sum of these energies, but rather requires a correction to avoid
double counting [1]. Similarly, in the 3B case, the energy is
computed as follows:

EHF
0 =

∑

α

εα − ⟨V̂ ⟩HF − 2⟨Ŵ ⟩HF. (42)

This result is straightforwardly derived by noticing that, in the
Hartree-Fock approximation, the sum rule, Eq. (36), reduces
to the first term. Within this approximation, the expectation
values can be directly computed from the uncorrelated 1B
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Note that, in general, T represents the 1B part of the
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which can be used to simplify the previous expression. For the
2B case, this is enough to provide an independent constraint
and hence allows for the calculation of the total energy.
The ground-state energy can then be computed from the 1B
propagator alone.

When 3BFs are present, however, one needs a third indepen-
dent linear combination of ⟨T̂ ⟩, ⟨V̂ ⟩, and ⟨Ŵ ⟩. Knowledge of
the 1B propagator is therefore not enough to compute the total
energy, because either the 2B or the 3B propagators are needed
to compute ⟨V̂ ⟩ or ⟨Ŵ ⟩ exactly. Depending on which of the
two operators is chosen, one is left with different expressions
for the energy of the ground state. This freedom in choice
could in principle be exploited to test the validity of different
approximations. In practical applications, however, one should
choose the combination that provides minimum uncertainty.

Let us start by considering the case where the 3B operator is
eliminated. Adding 2⟨T̂ ⟩ and ⟨V̂ ⟩ to the sum rule, Eq. (36), one
finds the following exact expression for the total ground-state
energy:
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The calculation of this expression requires the hole part of
the 1B propagator and the two-hole part of the 2B propagator,
which would appear in the second term. We note that this
expression is somewhat equivalent to the original GMK, in
that the ground-state energy is computed from 1B and 2B
operators, even though the Hamiltonian itself is a 3B operator.
This might prove advantageous in calculations where the 2B
propagator is computed explicitly.

Alternatively, one can eliminate the 2B contribution from
the GMK sum rule by adding ⟨T̂ ⟩ and subtracting ⟨Ŵ ⟩ to the
sum rule, Eq. (36). This leads to the following expression:
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The first term in this expression is formally the same as
that obtained in the case where only 2BFs are present in the
Hamiltonian. In that sense, the second term can be thought of as
a correction to the total energy associated with the 3BF. Note,
however, that the 3BF does influence the 1B propagator on the
first term and hence the correction should only be applied at
the very end of the self-consistent procedure.

Equations (40) and (41) are both exact. Which of the two is
employed in actual calculations will mostly depend on the
accuracy associated with the evaluation of the expectation
values, ⟨V̂ ⟩ and ⟨Ŵ ⟩. If the 2B interaction is dominant with
respect to the 3BF, for instance, the former will be a large
contribution. Small errors in the calculation of the 2B propa-
gator could eventually yield artificially large corrections in the
ground-state energy. In nuclear physics, the 3BF expectation
value is expected to provide a smaller contribution than
the 2BF [22,46]. Consequently, approximations in Eq. (41)
should lead to smaller absolute errors. This was the approach
that we recently followed in both finite nuclei and infinite
nuclear matter [27,35]. In finite nuclei, evaluating ⟨Ŵ ⟩ at first
order in terms of dressed propagators leads to satisfactory
results. However, accuracy is lost if free propagators, G(0)

are used instead. Equation (40) may eventually be useful in
calculations of infinite matter, in which the )4−pt is calculated
nonperturbatively.

This first-order approximation with undressed propagators
is traditionally used in nuclear structure. In this context,
three-body forces have been often discussed in the Hartree-
Fock approximation with Skyrme or Gogny functionals [1,66].
Zero-range forces have also been employed in ab initio–type
calculations [67]. It is perhaps instructive to point out at this
stage that the previous formulas apply to this case as well. In
particular, the Hartree-Fock approximation with 3BF can be
alternatively derived from the variational principle, under the
assumption that the many-body state is described by a Slater
determinant, |*N

0 ⟩. Diagonalizing an effective 1B hamiltonian
leads to a series of Hartree-Fock orbitals with single-particle
energies εα . The total energy under a 2B Hamiltonian is not the
sum of these energies, but rather requires a correction to avoid
double counting [1]. Similarly, in the 3B case, the energy is
computed as follows:

EHF
0 =

∑
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εα − ⟨V̂ ⟩HF − 2⟨Ŵ ⟩HF. (42)

This result is straightforwardly derived by noticing that, in the
Hartree-Fock approximation, the sum rule, Eq. (36), reduces
to the first term. Within this approximation, the expectation
values can be directly computed from the uncorrelated 1B
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Symmetry breaking and restoration

⦿ Variance in particle number as an indicator of symmetry breaking
Variance in particle number

We compute
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= Â�
X

abcd

c†ac
†
bcdcc �ad �bc

= Â+
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of occupied and unoccupied single-particle states near the
Fermi energy in an independent-particle or a mean-field
picture. While s (l = 0) orbitals display a radial distribu-
tion that is peaked at the center of the nucleus, orbitals
with non-zero angular momenta (l 6= 0) are suppressed in
the nuclear interior such that they do not contribute to
the central density. As a result, any vacancy of s orbitals
embedded among larger l orbitals near the Fermi level is
expected to produce a depletion of the central density.
These hypothetical nuclei are of interest as they must be
modeled via mean-field potentials that di↵er from those
associated with Fermi-type density distributions that fit
the vast majority of nuclei. In turn, a non-zero density
derivative in the nuclear interior has been conjectured to
cause a sharp increase of “non-natural” sign of the e↵ec-
tive one-body spin-orbit potential, eventually inducing
a reduction of the splitting between spin-orbit partners
characterized by low angular momenta [3, 4].

Going beyond this mean-field scenario, a small energy
di↵erence between the unoccupied s shell and the last
occupied/next unoccupied shells can favor collective cor-
relations and thus lower or even wash out the depletion at
the center of the potential bubble nucleus. Therefore the
search for the best bubble candidates must be oriented
towards nuclei that can be reasonably modeled by an s

orbital well separated from nearby single-particle states
such that correlations are weak. In turn, this feature
underlines the necessity to employ theoretical methods
that explicitly incorporate long-range correlations that
can modify the density on a length scale of about 1 fm,
which is the typical expected spatial extent of the deple-
tion at the center of bubble nuclei as discussed below.

In recent years, SR [3, 5, 6] and multi-reference
(MR) [7–9] EDF calculations along with shell model cal-
culations [6] have been performed for 22O, 34Si, 46Ar and
206Hg. Indeed, these nuclei appeared as favorable can-
didates based on the naive filling of single-particle shells
their number of protons and/or neutrons correspond to.
Among those, 34Si (Z = 14, N = 20) stands out as the
most viable case as its depletion factor defined as

F ⌘
⇢max � ⇢c

⇢max
, (1)

is predicted to be the highest among all candidates in
SR-EDF calculations. In Eq. 1, ⇢c and ⇢max denote
central and maximum (point-nucleon or charge) den-
sity values, respectively. For Z = 14, the naive filling
of proton shells leaves the 1s1/2 single-particle state as
the first unoccupied level above the Fermi energy. Fur-
thermore, the N = 20 magic character of 34Si trans-
lates into a first 2+ excitation energy (E2+1

= 3.3MeV)

and a B(E2; 0+1 ! 2+1 ) reduced transition probabil-
ity [10] that are similar to the doubly-magic 40Ca nu-
cleus1. The low electric monopole transition strength

1 See Ref. [11] and references therein for the systematic of E
2+1

and B(E2) in the N = 20 isotonic chain.

⇢(E0; 0+1 ! 0+2 ) [12] completes the picture of a doubly-
magic system. These features leaves the hope that the
naive rationale based on an independent-particle model
only needs to be slightly perturbed by the inclusion of
long-range correlations.
In the case of a bubble structure mainly driven by pro-

tons, as in 34Si, one can probe it directly by measuring
the charge density distribution via electron scattering.
However, it is presently not possible to perform electron
scattering on unstable nuclei as light as 34Si with su�-
cient luminosity. Such an experiment may become feasi-
ble in the next decade at ELISe@FAIR [13] or after an
upgrade of the SCRIT facility at RIKEN [14].
Because the presence of the central depletion is be-

lieved to correlate with specific quantum mechanical
properties and to feedback on other observables, one may
think of alternative ways to probe its presence indirectly,
e.g. via direct reactions. In the present case of inter-
est, we specifically wish to test the correlation between
the presence of the bubble and the the evolution of the
E

+
1/2��E

+
3/2� spin-orbit splitting when going from 37S to

35Si. The establishment of this correlation is performed
in the eye of the capacity of our ab initio calculations to
reproduce the low-lying spectroscopy of nuclei obtained
via the addition of a neutron [15–17] or the removal of a
proton [18–20] on 36S and 34Si.
While potential bubble nuclei such as 34Si have already

been investigated quite thoroughly within the frame of
EDF and shell model many-body methods, the goal of
the present work is to provide the first study based on
ab initio many-body calculations. As mentioned above,
our aim is to perform a coherent analysis of both den-
sity distributions and one-neutron addition and removal
spectral strength distributions. Ideally, one would like
to further correlate these observables with spectroscopic
information in 34Si itself as was done in Refs. [7, 8]. How-
ever, the many-body scheme employed does not allow to
do it yet. This will hopefully become possible in a not
too distant future. Also, one of the objectives of the
present study is to characterize the sensitivity of the re-
sults to the input Hamiltonian and to outline the role of
three-nucleon forces.
The paper is organized as follows. Section II focuses

on the computational scheme employed, paying partic-
ular attention to the convergence of the observable of
interest with respect to the basis used to represent the
Schrödinger equation and to the many-body truncation
implemented to solve it. Section III analyses in detail
the characteristic of point-proton and charge density dis-
tributions of 36S and 34Si. The impact of many-body
correlations and the sensitivity of the results to the uti-
lized Hamiltonian are discussed. Results from our ab ini-
tio calculations are further compared to those obtained
from state-of-the-art MR-EDF and SM calculations. Sec-
tion IV concentrates first on the reproduction of the spec-
troscopy of neighboring 37S, 35P, 35Si and 33Al. In partic-
ular we correlate the evolution of the E+

1/2��E
+
3/2� spin-

orbit splitting when going from 37S to 35Si and the pres-

⦿ Point-proton density of 34Si displays a marked depletion in the centre

⦿ Point-neutron distributions little affected by removal/addition of two protons

➟ Going from proton to (observable) charge density will smear out depletion

⦿ Bubble structure can be quantified by the depletion factor ➟  Fp (34Si) = 0.34
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○ As accurate as non-perturbative methods for soft H

○ Scaling is very favourable

○ Promising tool for diagnostic
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① From separation energies

Inside the Green’s function

✪ Separation energy spectrum

② From fully-paired even number-parity state

⦿ Current implementation targets JΠ = 0+ states

Two methods agree within 2-300 keV

⦿ Different possibilities to compute odd-even g.s. energies:

Such a perturbative qp creation on top of the odd fully
paired state, instead of the even neighbor’s one, has already
been introduced by Ring et al. !6" and has been used with
success in Ref. !7". Its main justification was simplicity with
respect to the self-consistent blocking, but not the formal
step achieved with respect to a perturbative qp creation per-
formed on the even vacuum.
The introduction of an intermediate reference vacuum re-

quires one to study an odd nucleus in two steps. This proce-
dure, illustrated on Fig. 1, eliminates the inconsistency be-
tween the addition of a nucleon and the creation of an
energetically favorable qp excitation. From a mathematical
point of view, it shows that the odd fully paired state is better
grounded than an even neighbor ground state as the zero-
order reference for a perturbation theory of odd nuclei. In the
rest of this paper, we will analyze these steps from a physical
point of view and use them to separate self-consistent calcu-
lations in two identified processes.

C. Limit of zero pairing

The description of an odd nucleus with respect to an even
neighbor is at first sight less complicated in the absence of
pairing. Indeed, there is no problem related to the particle
number and an odd nucleus is simply obtained by adding a
nucleon on the first empty level in the even neighbor’s HF
state. Two different approximations are used within this pic-
ture.
If time-reversal invariance is not broken, each single-

particle state is at least doubly degenerate and the odd
nucleon is added using the filling approximation: the first
pair of empty levels in the even neighbor are identically oc-
cupied with probability 0.5 in the odd state.3

If time-reversal symmetry breaking is properly taken into
account and for a deformed configuration, all degeneracies
are lifted and the first pair of empty levels in the even isotope
are occupied with probability 1 and 0 in the odd neighbor.4
Let us now analyze how the standard HF picture matches

with the zero-pairing limit of the perturbative method de-
scribed in Sec. II B. Most of the developments presented in
this section have straightforward zero-pairing limits. Let us
look explicitly to the limit for odd states only.
The limit of the perturbative one qp BCS state with an

odd particle number is

!#n
BCS$N!1%&→!#n

HF$N!1%&"an
†'

k"1

N/2

ak
†ak 
†!0&, $3%

whereas the fully paired odd vacuum leads to

!#BCSE$N!1%&→!#HFE$N!1%&

"
1
!2

$1!an
†an 
†
%'

k"1

N/2

ak
†ak 
†!0&. $4%

One can check that

!#n
HF$N!1%&"(n

†!#HFE$N!1%& $5%

where (n
†"1/!2(an

†#an ) is the singular5 zero-pairing limit
for the lowest qp creation operator.
The wave function !#HFE(N!1)&introduced as the limit

of the BCSE state is none of the two currently used HF wave
functions. However it leads to the same one-body density
matrix, and thus to the same energy as the HF wave function6
obtained using the filling approximation.
The HF ground state for odd nuclei is now described by a

one qp excitation on top of the HFE state and not as in the
usual procedure directly on top of the HF wave function of
an even neighbor through particle operators. The two-step
picture defined in the BCS case is thus extended to the zero-
pairing limit and will allow an analysis of the OES for any
pairing correlations intensity.
The zero-pairing limit illustrates the physical content of

the nucleon addition process. The nucleon is added in the
HFE wave function by increasing the occupation of each
state of the last couple of degenerate orbits by 0.5. For odd
N, the qp excitation specifies which one of the two states will
eventually be occupied by the single nucleon in the odd

3For spherical nuclei, one adds 1/2j!1 particle in each state of
the last degenerate j shell.

4For spherical nuclei, one orbital of the shell is completely filled,
thus lifting the degeneracies. Several tries have to be made in order
to get the lowest in energy.
5Other qp operators (k

(†) (k)n ,n ) tend to standard particle cre-
ation or annihilation operators ak

(†) .
6The filling approximation is actually defined through a density
operator that is a statistical mixture of the two Slater determinants
where one of the two time-reversed orbitals at the Fermi energy is
filled. The !#HFE&state $4%for odd nuclei is a linear combination of
the two neighboring even HF states.

FIG. 1. Schematic picture of the two-step procedure proposed to
determine the ground state of an odd isotope.
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➟ Equations simplify: j-coupled scheme, block-diagonal structure, ...

➟ “Fake” odd-A plus correction➟ Either from A-1 or A+1

Odd-even systems



Fragmentation of single-particle strength in infinite matter

"2ðkÞ ¼ "1ðkÞ $ Im~!ðk; "1ðkÞÞIm
1

1 $ ~!0ðz1ðkÞÞ
; (11)

"2ðkÞ ¼ "1ðkÞRe
1

1 $ ~!0ðz1ðkÞÞ
: (12)

In the context of nuclear physics, it has generally been

assumed that the dependence of ~! on the imaginary part of
z is soft and can be ignored in the previous derivatives [9].
This gives rise to a slightly different qp pole:

"20ðkÞ ¼ "1ðkÞ; (13)

"20ðkÞ ¼ "1ðkÞ
1

1 $ Re~!0ð"1ðkÞÞ
: (14)

As we shall see, this approximation is well justified only
above kF.

In the following, we present our fully dressed results and
compare them to previous approximations at ! ¼
0:16 fm$ 3. The upper panels of Fig. 2 show the SCGF
spectral function, as a function of energy, for three differ-
ent characteristic momenta (k ¼ 0, kF, and 2kF). These
have been obtained from a T ¼ 0 CD-Bonn self-energy
[21]. The lower panels give the absolute value of the
analytically continued propagator. Contour levels unam-
biguously demonstrate the existence of a pole in ~G. The
location of the fully dressed pole is consistent with the
numerical solution of Eq. (8), shown with a cross.
Differences between this pole and the first or second
renormalization properties are visible at k ¼ 0. At and
above the Fermi surface, discrepancies disappear and the
fully dressed pole coincides with first and second renorm-
alizations. This points towards a very soft dependence of!
on the imaginary part of z for k % kF. Note that, at the

Fermi surface, calculations yield a zero width, providing a
verification of Fermi liquid theory from a self-consistent
perspective [8].
Nuclear many-body calculations are subject to uncer-

tainties associated to the underlying N-N interaction as
well as to the approximation scheme itself. To assess them,
we summarize in Fig. 3 the results obtained with two
different phase-shift equivalent potentials, the CD-Bonn
[24] and the Argonne v18 (Av18) [25] interactions, at ! ¼
0:16 fm$ 3 and a finite, but rather small, temperature of
T ¼ 5 MeV. The upper panels show the three approxima-
tions to qp spectra discussed earlier as a function of mo-
mentum. While above the Fermi surface the agreement
between all approximations is good, below kF the fully
dressed pole (solid line) is always more attractive than "1
(dashed line). In contrast, the second renormalization spec-
trum (dash-dotted line) is more repulsive. This indicates
that successive renormalizations might not yield results
closer to the fully dressed pole. The inverse qp lifetime,
shown in the central panels, is bell shaped. Remarkably,
below the Fermi surface the lifetime is finite. Close to kF,
its absolute value becomes small, but not zero due to
thermal correlations [7]. Although not shown here, we
have found that the effect of 3BF at this density is small
in all the quantities shown [21]. In contrast, many-body
approximations other than GF’s would yield rather
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FIG. 2 (color online). Upper panels: spectral function at ! ¼
0:16 fm$ 3 and T ¼ 0 MeV for the CD-Bonn interaction. Lower
panels: absolute value of ~G in the same conditions. The fully
dressed pole is indicated by a cross, while the circle (square)
show the position of the first (second) renormalization
quasiparticle.
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FIG. 3 (color online). Quasiparticle properties at ! ¼
0:16 fm$ 3 and T ¼ 5 MeV for different approximations and
two N-N potentials: CD-Bonn (left) and Av18 (right panels).
Upper panels correspond to the qp spectrum, central panels to
inverse qp lifetimes, and lower panels to effective masses. The
different approximations are explained in the text.
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○ Well-defined (long-lived) quasiparticles at the Fermi surface

○ Long mean free path for E < EF
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⦿ Spectral function depicts correlations

○ Broad peak signals depart from mean-field/independent particle picture

[Rios, Somà 2012]


