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RNA structural dynamics

Conformational selection or induced fit
Crucial when interacting with proteins, ligands, ions, etc.

Bernetti and Bussi, COSB (2023)



Dynamics from experiments

Bernetti, and Bussi, COSB (2023)
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Molecular dynamics

Empirical force field*:
• Chemically motivated interactions
• Atomistic details
• Explicit water and ions
• No polarization
• No chemical reactivity

Approx ~50-500 ns/day

gromacs.org + plumed.org *AMBER (ff99+parmbsc0+ChiOL3+TIP3P or OPC) 

http://gromacs.org
http://plumed.org


Accuracy and precision
Enhanced sampling*
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*Vast array of methods, Henin et al Living J. Comp. Mol. Sci. 2022
See also plumed.org/masterclass

http://plumed.org


Combining simulations and experiment

validation

ensemble refinement  
with MaxEnt

transferable force-
field fitting
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#Bernetti, Hall, and Bussi, NAR (2021) + Bernetti and Bussi EPJB (2021)
*Calonaci et al arXiv 2022
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Figure 4. Free-energy surface (FES) and SAXS spectra from the enhanced-sampling MD simulation. The FES is shown as a function of the biased collective
variables, namely the ratio between peak (q=0.1 Å�1) and shoulder (q=0.2 Å�1) of the pure-solute SAXS spectrum in the Kratky form, and a variable (Diff)
estimating the degree of formation of tertiary contacts in the RNA molecule (see the methods section for its definition). The star indicates the crystal structure,
from which the simulation was initiated. For representative regions of the FES (dashed rectangles), the corresponding SAXS spectra are shown (panels indicated
by the dashed arrows). Specifically, both the average spectrum computed from the pure solute (RNA only) and from the whole system (RNA and solvent) are
displayed in orange and sky-blue, respectively. The corresponding frame-by-frame spectra are also reported as light orange and light sky-blue shades. From left to
right panels, their root-mean-square deviations from the corresponding averages are 0.01, 0.07, 0.14 for the pure solute and 0.03, 0.06, 0.12 for the whole system,
in the displayed units. For each region, a representative structure of GAC is shown, color coded consistently with Figure 2.

was significantly larger (about 42%) when the refinement was
done using K+ experimental data (Figure 5, upper and lower
left panels, respectively). It is important to notice that this
reweighting stage resulted in very low Kish sizes (68, 70)
(15.9 and 2.9 for Mg2+ and K+, respectively, to be compared
with 36000 structures used in the analysis), indicating that
only a very limited number of structures contributed to the
final spectrum. This is reflected in a high statistical error
for the final spectrum, as it can be appreciated in Fig. 5,
especially when using K+ experimental data. This effect can
be ascribed to a limited sampling of more extended GAC
conformations in the enhanced sampling simulations. In order
to quantify our confidence in the population of extended
structures in absence of Mg2+, its statistical error was
computed by enforcing agreement with experiments at every
bootstrap iteration (see Methods). The resulting error was
16%, indicating that if the predicted compact and extended
structures and the back-calculation of the SAXS spectra are
assumed to be correct, their population can be determined
with a relatively low error given the experimental spectra.
The corresponding reweighted SAXS spectra were compatible
with the experimental reference for Mg2+ and K+ (Figure 5,
upper and lower right panels, respectively). As expected based
on the low Kish size, the agreement was poorer for the case of
K+. Nevertheless, the predicted R⇤

g values were in agreement
with the experimental ones (compare green and gray values in
the right panels of Figure 5).

We also tested if adding a rigid shift to the experimental data
could increase the Kish size or result in a Guinier radius in
better agreement with experiment (71). The analysis suggests
that no shift is necessary (see Figure S11).

DISCUSSION
In this work we use atomistic molecular dynamics
simulations, coupled with enhanced sampling methods,
to generate a conformational ensemble for GAC RNA.
The resulting ensemble is then reweighted so as to enforce
agreement with recently published SAXS data (37). SAXS
spectra are back-calculated comparing approaches that
include solvent effects to a different extent.

Figure 5. Probability distribution of R⇤
g and SAXS spectra from the

ensembles reweighted to match Mg2+ experimental data (top panels) and K+

experimental data (bottom panels). In the left panels, R⇤
g is computed through

a Guinier fit on the SAXS spectra of the original (prior) ensemble (dashed
lines) and of the reweighted (posterior) ensemble (solid lines). Results for
both the pure solute (orange lines) and the whole system (green lines) are
shown. Note that both solid lines are based on the same reweighted ensemble,
i.e. the one matching experiments and SAXS spectra computed including the
solvent. In the right panels, the SAXS spectra from the reweighted ensembles
are shown in the Kratky form and also reported are the corresponding R⇤

g and
the associated statistical error (in green). The statistical errors for selected q
values of the spectra are displayed as error bars. The reference experimental
value for R⇤

g , which was computed from the experimental SAXS spectra (in
light gray and violet for Mg2+ and K+, respectively), is also reported in gray
for comparison.

The introduced approach combines two crucial ingredients,
namely conformational dynamics and solvent effects.
The former is enhanced by using replica exchange and
metadynamics acting on a proxy of the SAXS intensities,
so as to encourage the exploration of extended structures.
The latter is achieved by using an accurate a posteriori

calculation of the spectra, where the presence of the solvent
is explicitly modeled (18), in conjunction with the maximum
entropy principle. The approach is summarized in Fig. 1.
We note here that all the steps involved in the procedure are
conducted through freely available software. When enforcing

GAC-RNA ensembles from MD and 
SAXS data#

Cooperative effects in chemical probing 
experiments*



GTPase center (GAC)

experiments allow us to connect structural insights of con-
formational ensembles to the mechanistic folding model.
Time-resolved SAXS data show a rapid compaction of
theGACwithin 10msec afterMg2+ addition as seen in oth-
er small RNA molecules (Russell et al. 2002; Das et al.
2003; Perez-Salas et al. 2004; Takamoto et al. 2004;
Plumridge et al. 2018). Our new results show that initial
GAC contacts with divalent ions are electrostatic, but sub-
sequent GAC/divalent ion interactions are ion-specific.
The three divalent ions lead to biased subpopulations in
the dynamic equilibria of GAC structures within states
along folding routes, and reveal how Mg2+ ions have a
unique role in folding of the GAC.

RESULTS

Divalent ion titrations

UV absorbance and steady state SAXS

For all our experiments, we use a variant of E. coli GAC
containing the U1061A substitution. Position 1061 is not
conserved in GAC sequences; most eukaryotic GAC’s
have G1061, and some archaea have A1061 (Gutell et
al. 1992a). In the background of the E. coli sequence,
A1061 destabilizes any tertiary structure that might form
in the absence of divalent ions, but has increased stability
in the presence of Mg2+ (Lu and Draper 1994). Sites of 2AP
substitution were selected fromphylogenetic comparisons
and crystal structures: sites A1067, A1069, and A1061 are
not conserved and do not contribute hydrogen bonds to
the tertiary fold; A1070 and A1095 are invariant, but do
not make tertiary contacts (A1095 contacts cofactors).
We assessed secondary and tertiary structure stability for
all 2AP constructs by thermal denaturation in UV absor-

bance measurements, as established by the Draper lab
(Ryan and Draper 1991).

To evaluate the role of ions on folding, we compared the
change in absorbance and the change in SAXS properties
of the GAC during titrations with MgCl2, CaCl2, and SrCl2.
Ca2+, Sr2+, and Mg2+ are alkaline earth metal cations that
differ in their hydrated radii (4.14, 4.14, 4.28 Å, respective-
ly [Conway 1981]). All have closed-shell electron orbitals,
and all are associated with at least six water molecules in
solution. Previous studies (Bukhman and Draper 1997) of
E. coliGACU1061G stability in 1.6MNH4Cl upon addition
of Ca2+, Sr2+, Ba2+, or Mg2+, identified two ion binding
sites: One site bound tighter to ions with a smaller ionic
radius (Mg2+>Ca2+>Sr2+); the second site preference
was ordered Mg2+>Ba2+>Sr2+ >Ca2+. Now, we work in
a background of 100 mM KCl (K+ is more effective than
Na+ at stabilizing GAC structure [Lu and Draper 1994]) to
measure the effects of Ca2+ and Sr2+ on the kinetics of
GAC folding.

First in steady-state experiments, we find that all three
divalent cations drive GAC tertiary structure formation,
but they are not equivalent. The change in UV absorption
upon titration with the ions reveals a progressive decrease
in absorbance at 260 nm (Fig. 2A) as the GAC adopts its
tertiary structure. We attribute the loss of absorbance to
an increase in base stacking and corresponding hypochro-
micity (Grilley et al. 2007). Mg2+ drives the transition to the
tertiary structure at lower concentrations than either Ca2+

or Sr2+. Significantly, the final value of absorbance change
is not identical, suggesting that the final folded states of
the GAC differ with divalent ion.

Analogous steady-state SAXS measurements provide
another measure of the folded tertiary state of the GAC.
Titrations of the GAC with each divalent ion show a dra-
matic difference in the calculated radius of gyration (Rg)

A B C

FIGURE2. GAC tertiary structure ensemble is controlled by divalent ion identity. (A) Percent absorbance change at 260 nmof theGACRNAupon
titration with divalent ions. [GAC]= 2 µM; starting absorbance for each titration is the same within error. Data corrected for dilution with higher
concentrations of ions. (B) Calculated Rg from steady-state SAXS measurements upon titration with divalent ions. (C ) Kratky profiles from SAXS
shows compaction from the extended states in KCl tomore compact states in 1mMdivalent ions. [GAC]= 30 µM. All solutions contained 100mM
KCl, 10 mM sodium cacodylate (absorbance) or MOPSO (SAXS), pH 6.5 at 22°C.

Welty et al.
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divalent cation used for RNA folding, as it can participate in
different interactions through its six coordinated waters as
well as direct coordination to phosphates.
Ion-inducedRNA folding ismediated bymultiple driving

forces (Lipfert et al. 2010, 2014). Many RNA molecules un-
dergo rapid compaction or “electrostatic collapse” after
mixing with cations of different valences and atomic char-
acter (Russell et al. 2000, 2002; Das et al. 2003; Chauhan
et al. 2005; Moghaddam et al. 2009; Roh et al. 2010). The
earliest folding events can be attributed to electrostatic re-
laxation, where nonspecific charge screening by cations re-
laxes single-stranded loop and bulge regions, which allows
for better conformational sampling (Bartley et al. 2003).
When slower foldingevents areobserved, theyare typically
attributed to specific ion binding (Gluick et al. 1997;
Swisher et al. 2002) or the satisfaction of a conformational
search (Pljevaljcic ́ et al. 2005). An early example of time-
resolved RNA folding used small angle X-ray scattering
(SAXS) to probe the secondary-to-tertiary structure change
in the TetrahymenaGroup I intron (Russell et al. 2000). This
414 nt RNA has a modular secondary structure that was
found to collapse upon addition of divalent ions, then rear-
range itself into the correct tertiary fold. The Tetrahymena
Group I intron has been amodel system formany studies of

RNA folding, even though it forms
long-lived misfolded structures in
vitro. Mutations that prevent or exac-
erbate misfolding have provided in-
sights into how the RNA uses specific
sites during folding, and how ions
can modulate its tertiary interactions.

The GAC secondary structure is
known from phylogenetic compari-
sons that also identified eighteen
of its sixty nucleotides as invariant
among all organisms (Gutell et al.
1992b). Its tertiary structure alone
and in co-crystals with the L11 protein
and in the context of the ribosome
subunit (Gao et al. 2009) is preserved.
In vitro solution chemical probing of
secondary and tertiary structures of
prokaryotic GAC RNAs are consistent
with predictions and crystal struc-
tures (Leipply and Draper 2011). Bio-
chemical experiments focusing on
the E. coli GAC probed its sequence
dependence (Ryan and Draper 1991;
Lu and Draper 1994, 1995; Draper
and Xing 1995), ion dependence
(Wang et al. 1993; Bukhman and Dra-
per 1997; Leipply and Draper 2010),
and thermal stability (Shiman andDra-
per 2000; Draper et al. 2001; Leipply
et al. 2009), creating a compendium

of data on its physico-chemical properties. In E. coli GAC,
a single substitution, U1061A, destabilizes the tertiary
structure in monovalent ions, and effectively results in a re-
quirement for divalent ions (Mg2+) to adopt a stable tertiary
structure (Lu and Draper 1994). Its Mg2+ requirement al-
lows us to examine how this essential RNA element uses
divalent ions to adopt its structure.
We are exploring the kinetic trajectory of the ion-in-

duced conformational change from secondary structure
to tertiary fold (Rau et al. 2015; Welty and Hall 2016). We
replaced six adenosine nucleobases that crystal structures
showedwere not involved in hydrogen bonding (Wimberly
et al. 1999; Conn et al. 2002) with the fluorescent base 2-
aminopurine (Fig. 1). Stopped-flow fluorescence investiga-
tions of Mg2+-induced folding revealed multiple states
along the GAC folding trajectory (Fig. 1; Welty and Hall
2016).
Now, we have examined GAC folding kinetics in the

presence of Ca2+ and Sr2+. An earlier study of the GAC
stability in the presence of Ca2+, Sr2+, and Mg2+ identified
two binding sites with differential affinities for these ions
(Bukhman and Draper 1997) that could affect the states
along the kinetic trajectory we proposed (Welty and Hall
2016). Additionally, time-resolved and steady-state SAXS

A

C

B

FIGURE 1. GAC structures and kinetic folding scheme. (A) Tertiary structure of E. coli GAC,
with U1061A substitution (Conn et al. 2002). Divalent ion positions from a superposition of
GAC crystal structures (pdb 1hc8, 1mms, 5d8h, 5dar, 4v8p, 4v4q); RNA is 1hc8. (B) Secondary
structure from phylogenetic comparisons (Petrov et al. 2014). 2AP positions are labeled in
blue. (C ) Our model of the divalent ion-mediated (Me2+) kinetic trajectory of tertiary folding
(Welty and Hall 2016).

Divalent ions modulate kinetics of RNA folding

www.rnajournal.org 1829
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Data from Welty et al RNA (2018)
See also Welty et al JMB (2020) - RNA-only crystal structure

Domain folding is regulated by ions
SAXS data shows compaction K+→Sr2+→Ca2+→Mg2+



Small-angle X-ray Scattering

Da Vela and Svergun, COSB (2020)
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Implicit vs explicit solvent SAXS

Figure S4: Schematic comparison of di↵erent available strategies for including
the solvent contribution in the computation of the SAXS spectra. Pure solute
strategies (left panel) employ the solute coordinates only; a correction to account
for the displaced solvent volume can be included, as implemented in PLUMED.
Implicit solvent strategies (central panel), as implemented in the CRYSOL soft-
ware, add a term for the solvent contribution due to the hydration shell around
the solute’s surface. Conversely, explicit solvent strategies (right panels), as in
the WAXSiS and Capriqorn software, include explicitly all the system’s atoms
(solute + solvent) in the computation of the SAXS spectra. Notably, in the lat-
ter procedure the final spectrum is obtained from the di↵erence of two separate
simulations, one of whole system (solute + solvent) and one of the solvent only.
Such practice is the closest to the experimental one, where the SAXS spectrum
is taken from the di↵erence of two separate measurements, one with solute and
solvent and one with the solvent alone.

S4

Fast, approximate Slow, accurate

*Bonomi & Camilloni, Bioinf (2017)
&Svergun et al, JAC (1995)
%Knight & Hub, NAR (2015)
#Köfinger & Hummer, PRE (2013)

* & % #
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Fig. 1 Comparison of SAXS spectra computed from the MD simu-
lations using four different software packages. Specifically, the four
panels show spectra obtained with PLUMED using the Martini beads
representation, CRYSOL version 2, WAXSiS with envelope width of
10 Å, and Capriqorn with radius=40 Å and shell width=7 Å, as indi-
cated in panel titles. For each software package, results from the four
ionic conditions having an increasing number of Mg2+ ions (K, Mg0,
MgH and MgA, respectively) are displayed. Results are shown in the
respective scales as obtained from the different software packages.

resulted more sensitive to the presence of Mg2+ in differ-
ent amounts, while in the case of WAXSiS the spectra were
nearly indistinguishable. Nevertheless, in all cases the dif-
ferent ionic conditions explored in the present study did not
produce remarkable discrepancies in the overall computed
SAXS spectra.

The Kratky form of the spectra, where Iq
2 is displayed

against q, is indicative of the degree of compactness of the
solute structure [11]. In particular, the shape of the curve is
typically monitored to assess folded and unfolded states of
the solute [11, 44]. Herein, solute dynamics was excluded to
focus on the effect of the solvent, thus the observed discrep-
ancies can be associated with diverse solvent conditions.
Figure 2a shows the Kratky plots obtained for the system
with only K+ using the different methods. As can be ob-
served from the figure, differences were present and became
more marked in the region at q > 0.1 Å�1, where the contri-
bution from the solvent is larger. In particular, all implicit-
solvent methods, i.e., PLUMED and CRYSOL in both ver-
sions 2 and 3, were similar to each other, displaying higher
values for Iq

2. Conversely, explicit-solvent methods resulted
in profiles with lower Iq

2. The Guinier fit procedure (see
Methods), which allows determining the solute’s radius of
gyration (R⇤

g
, where ⇤ denotes that Rg was computed from

the SAXS spectra), was also performed on the same spec-
tra. The fits on the explicit-solvent spectra returned higher
values of R

⇤
g

of 16.8 Å and 16.7 Å, for Capriqorn and WAX-
SiS respectively. Interestingly, CRYSOL version 2 also re-
sulted in a R

⇤
g

of 16.7 Å, while the one computed through

Fig. 2 Comparison of a) SAXS spectra in the Kratky form and b) the
corresponding Guinier fits using different methods for computing the
spectra (color codes are consistent between a) and b)). The insets show
a focus where overlaying lines in the corresponding main plots can be
better distinguished. The Guinier fit (colored lines) was conducted on
points (gray dots) in the very low q regime of the spectra in the ln I vs
q

2 form, where the Guinier approximation (ln(I(q)/I(0) ⇡ �q
2
R

2
g
/3)

holds. The q range has been chosen as the one in Fig. S3 of Ref. [43].
WAXSiS spectra were computed using an envelope width of 10 Å
(W_e10), while radius=40 Å and shell width=7 Å were used for
Capriqorn (Q_r40s7). Lines in panel a) were produced with the same
data shown in Fig. 3b of Ref. [20], except for CRYSOL 3 data which
were computed for the present work.

PLUMED was significantly lower (16.1 Å). CRYSOL ver-
sion 3 sat in between of PLUMED and explicit-solvent ap-
proaches, with a R

⇤
g

of 16.4 Å. As a reference, the Rg com-
puted from the solute coordinates was 16.2 Å.

The difference between all the software packages is
summarized in a pair-wise distance matrix (Figure 3a). As
a reference, we also included experimental SAXS spectra
measured in presence of K+ and Mg2+ from a previous
work [43]. As already noted, differences existed between
the different methods for computing the spectra. In particu-
lar, all software produced spectra that were remarkably dif-
ferent from the experimental one obtained with K+. This
was true also for the experimental spectra measured in pres-

GAC: little dependence on ions

i
i

“main” — 2021/5/7 — 12:08 — page 5 — #5 i
i

i
i

i
i

Nucleic Acids Research, YYYY, Vol. xx, No. xx 5

Figure 3. Simulated buffers and SAXS spectra from plain MD. a) Schematics
representing the four tested setups. All setups were used in short (10 ns)
simulations with restrained solute. Setups 1 and 4 were also used in longer
(1µs) unrestrained simulations. Setup 1 was used in enhanced sampling
simulations. b) Comparison of SAXS spectra computed using different
available methods on a 10 ns simulation (K+ only, no Mg2+) with soft
restraints on RNA heavy atom positions. The spectra are displayed in the
Kratky form as Iq2 vs q and normalized by their peak (q=0.1 Å�1)
values. c) Probability density function for the geometric gyration radius
Rg and RMSD from the starting conformation for a 1 µs long plain MD
simulation (K+ only, no Mg2+), with explicit solvent, initiated from the
crystal structure (PDB ID: 1HC8). d) SAXS spectrum for the 1 µs long
plain MD run computed from the pure solute. The frame-by-frame spectra are
shown as a light orange shade and display a root-mean-square deviation from
the resulting average, in orange, of 0.01 in the displayed units. The colored
dashed line indicates the Guinier fit performed at low-q values of the average
spectrum to compute the effective gyration radius R⇤

g . In the top right corner
of the plot, the small sketch indicates that the spectra are computed from the
pure solute (RNA, in gray) only. e) SAXS spectrum from the 1 µs plain MD
run computed including the explicit solvent. The frame-by-frame spectra are
shown as light sky-blue shade and display a root-mean-square deviation from
the resulting average, in sky-blue, of 0.03 in the displayed units. In the top
right corner, the small sketch indicates that the spectra are computed from the
whole system (RNA, in gray, water, in sky-blue, and ions, in red). Spectra in
panels d) and e) are normalized by the peak of the average spectrum.

Spectra from enhanced-sampling MD simulations
In order to reproduce SAXS experimental spectra associated
with diverse ionic conditions, enhanced sampling methods
(33) were used to generate conformations with a broad range
of compactness. Representative sampled structures are given
in the supplementary material. Figure 4 reports the free-
energy surfaces (FES) reconstructed from enhanced sampling
simulations started from the crystal conformation. The system
was biased with metadynamics through one variable that
favored disruption of tertiary contacts and another that guided
the sampling towards more extended structures and relaxation
was enhanced by a replica exchange protocol (see Materials

and Methods). We stress here that no information to guide
towards the experiment was used in the sampling procedure
and that only the no-Mg2+ setup (setup 1 in Figure 3a)
was simulated. The resulting FES displayed a unique global
minimum in correspondence of the crystal conformation (star
label in the leftmost panel of Figure 4). Correspondingly,
more extended conformations were located in higher free-
energy regions, up to about 25 kcal mol�1 from the minimum.
SAXS spectra computed a posteriori using sets of frames with
different compactness are also reported, both from the pure
solute and the explicit solvent calculation (Figure 4, panels
with SAXS spectra). For FES regions where GAC structure
was significantly expanded compared to the initial state of
the simulation, the shape of the SAXS spectra in the Kratky
form changed remarkably. In all cases, a significant difference
can be observed between the SAXS spectra computed from
the pure solute and including the solvent explicitly (Figure 4,
orange and sky-blue lines in the SAXS spectra).

Enforcing experimental spectra
We conducted a reweighting procedure to possibly identify
GAC structural ensembles underlying reference experimental
SAXS spectra among those collected in the enhanced
sampling simulation. As a first step, the SAXS spectra were
computed for each of the obtained structures. Importantly,
the spectra were computed for both the pure solute and for
the whole system, i.e., with the explicit inclusion of the
solvent (Figure 4, orange and sky-blue lines). Subsequently,
a reweighting procedure was conducted using the maximum
entropy principle (5, 9). In particular, the ensemble generated
in the K+-only simulation was reweighted so as to match
experimental SAXS spectra obtained in presence of Mg2+
or only K+ (Figure S7). To this end, the agreement with the
experiment was enforced in four q points of the spectrum
that included the Guinier fit region and the peak and
shoulder points of the Kratky plot. In this way, both the
R⇤
g and the shape of the Kratky plot were taken into

account. Interestingly, while employing as prior observables
the spectra computed with the contribution from the solvent
allowed to identify posterior ensembles consistent with
the experimental ones (Figure S8), this was not the case
when performing the procedure using the pure-solute spectra
(Figure S9, Table S1, and corresponding spectra in the
Jupyter notebook at https://github.com/bussilab/saxs-md-gac).
This can be explained by the different distributions of the
R⇤
g in the prior ensemble (Figure 5, left panels). While R⇤

g

values were confined in the range 15-24 Å in the pure-
solute case, the range explored was broader when the spectra
included the solvent contribution. In other words, despite
they were applied to the same pool of structures, the two
different ways of computing the spectra (pure-solute vs solute
+ solvent) produced different effects in terms of the resulting
R⇤
g . In particular, R⇤

g was greater than the corresponding Rg
computed from the only solute coordinates, with the effect
being more marked on compact structures and becoming
milder for more extended ones (Figure S10).

The refined distribution obtained when enforcing the
Mg2+ experimental data revealed a prevalence of compact
structure complemented by a small population (about 1%)
of extended structures. The population of extended structures
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Fig. 1 Comparison of SAXS spectra computed from the MD simu-
lations using four different software packages. Specifically, the four
panels show spectra obtained with PLUMED using the Martini beads
representation, CRYSOL version 2, WAXSiS with envelope width of
10 Å, and Capriqorn with radius=40 Å and shell width=7 Å, as indi-
cated in panel titles. For each software package, results from the four
ionic conditions having an increasing number of Mg2+ ions (K, Mg0,
MgH and MgA, respectively) are displayed. Results are shown in the
respective scales as obtained from the different software packages.

resulted more sensitive to the presence of Mg2+ in differ-
ent amounts, while in the case of WAXSiS the spectra were
nearly indistinguishable. Nevertheless, in all cases the dif-
ferent ionic conditions explored in the present study did not
produce remarkable discrepancies in the overall computed
SAXS spectra.

The Kratky form of the spectra, where Iq
2 is displayed

against q, is indicative of the degree of compactness of the
solute structure [11]. In particular, the shape of the curve is
typically monitored to assess folded and unfolded states of
the solute [11, 44]. Herein, solute dynamics was excluded to
focus on the effect of the solvent, thus the observed discrep-
ancies can be associated with diverse solvent conditions.
Figure 2a shows the Kratky plots obtained for the system
with only K+ using the different methods. As can be ob-
served from the figure, differences were present and became
more marked in the region at q > 0.1 Å�1, where the contri-
bution from the solvent is larger. In particular, all implicit-
solvent methods, i.e., PLUMED and CRYSOL in both ver-
sions 2 and 3, were similar to each other, displaying higher
values for Iq

2. Conversely, explicit-solvent methods resulted
in profiles with lower Iq

2. The Guinier fit procedure (see
Methods), which allows determining the solute’s radius of
gyration (R⇤

g
, where ⇤ denotes that Rg was computed from

the SAXS spectra), was also performed on the same spec-
tra. The fits on the explicit-solvent spectra returned higher
values of R

⇤
g

of 16.8 Å and 16.7 Å, for Capriqorn and WAX-
SiS respectively. Interestingly, CRYSOL version 2 also re-
sulted in a R

⇤
g

of 16.7 Å, while the one computed through

Fig. 2 Comparison of a) SAXS spectra in the Kratky form and b) the
corresponding Guinier fits using different methods for computing the
spectra (color codes are consistent between a) and b)). The insets show
a focus where overlaying lines in the corresponding main plots can be
better distinguished. The Guinier fit (colored lines) was conducted on
points (gray dots) in the very low q regime of the spectra in the ln I vs
q

2 form, where the Guinier approximation (ln(I(q)/I(0) ⇡ �q
2
R

2
g
/3)

holds. The q range has been chosen as the one in Fig. S3 of Ref. [43].
WAXSiS spectra were computed using an envelope width of 10 Å
(W_e10), while radius=40 Å and shell width=7 Å were used for
Capriqorn (Q_r40s7). Lines in panel a) were produced with the same
data shown in Fig. 3b of Ref. [20], except for CRYSOL 3 data which
were computed for the present work.

PLUMED was significantly lower (16.1 Å). CRYSOL ver-
sion 3 sat in between of PLUMED and explicit-solvent ap-
proaches, with a R

⇤
g

of 16.4 Å. As a reference, the Rg com-
puted from the solute coordinates was 16.2 Å.

The difference between all the software packages is
summarized in a pair-wise distance matrix (Figure 3a). As
a reference, we also included experimental SAXS spectra
measured in presence of K+ and Mg2+ from a previous
work [43]. As already noted, differences existed between
the different methods for computing the spectra. In particu-
lar, all software produced spectra that were remarkably dif-
ferent from the experimental one obtained with K+. This
was true also for the experimental spectra measured in pres-

Bernetti and Bussi, EPJB (2021)

AMBER14 FF + OPC + Joung-Cheatam and 
Allner et al ions, RNA restrained to native



“Long” time scales: nothing happens

1 μs-long free MD with K+ vs Mg2+

Virtually identical trajectories

Bernetti, Hall, and Bussi, NAR (2021)

Enhanced-sampling MD was employed to harvest GAC conformations of varying
structural compactness. SAXS spectra were thus computed for these structures,
and then used in a reweighting procedure to match experimental spectra
measured in presence of Mg2+ or K+. Notably, for a successful reweighting, SAXS
spectra computed from the MD structures had to account explicitly for the
contribution from the solvent. Additionally, the procedure revealed that a
mixture of compact and extended conformations was required to match the
predicted SAXS spectra with the experimental ones measured with Mg2+ or K+.
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Figure 4. Free-energy surface (FES) and SAXS spectra from the enhanced-sampling MD simulation. The FES is shown as a function of the biased collective
variables, namely the ratio between peak (q=0.1 Å�1) and shoulder (q=0.2 Å�1) of the pure-solute SAXS spectrum in the Kratky form, and a variable (Diff)
estimating the degree of formation of tertiary contacts in the RNA molecule (see the methods section for its definition). The star indicates the crystal structure,
from which the simulation was initiated. For representative regions of the FES (dashed rectangles), the corresponding SAXS spectra are shown (panels indicated
by the dashed arrows). Specifically, both the average spectrum computed from the pure solute (RNA only) and from the whole system (RNA and solvent) are
displayed in orange and sky-blue, respectively. The corresponding frame-by-frame spectra are also reported as light orange and light sky-blue shades. From left to
right panels, their root-mean-square deviations from the corresponding averages are 0.01, 0.07, 0.14 for the pure solute and 0.03, 0.06, 0.12 for the whole system,
in the displayed units. For each region, a representative structure of GAC is shown, color coded consistently with Figure 2.

was significantly larger (about 42%) when the refinement was
done using K+ experimental data (Figure 5, upper and lower
left panels, respectively). It is important to notice that this
reweighting stage resulted in very low Kish sizes (68, 70)
(15.9 and 2.9 for Mg2+ and K+, respectively, to be compared
with 36000 structures used in the analysis), indicating that
only a very limited number of structures contributed to the
final spectrum. This is reflected in a high statistical error
for the final spectrum, as it can be appreciated in Fig. 5,
especially when using K+ experimental data. This effect can
be ascribed to a limited sampling of more extended GAC
conformations in the enhanced sampling simulations. In order
to quantify our confidence in the population of extended
structures in absence of Mg2+, its statistical error was
computed by enforcing agreement with experiments at every
bootstrap iteration (see Methods). The resulting error was
16%, indicating that if the predicted compact and extended
structures and the back-calculation of the SAXS spectra are
assumed to be correct, their population can be determined
with a relatively low error given the experimental spectra.
The corresponding reweighted SAXS spectra were compatible
with the experimental reference for Mg2+ and K+ (Figure 5,
upper and lower right panels, respectively). As expected based
on the low Kish size, the agreement was poorer for the case of
K+. Nevertheless, the predicted R⇤

g values were in agreement
with the experimental ones (compare green and gray values in
the right panels of Figure 5).

We also tested if adding a rigid shift to the experimental data
could increase the Kish size or result in a Guinier radius in
better agreement with experiment (71). The analysis suggests
that no shift is necessary (see Figure S11).

DISCUSSION
In this work we use atomistic molecular dynamics
simulations, coupled with enhanced sampling methods,
to generate a conformational ensemble for GAC RNA.
The resulting ensemble is then reweighted so as to enforce
agreement with recently published SAXS data (37). SAXS
spectra are back-calculated comparing approaches that
include solvent effects to a different extent.

Figure 5. Probability distribution of R⇤
g and SAXS spectra from the

ensembles reweighted to match Mg2+ experimental data (top panels) and K+

experimental data (bottom panels). In the left panels, R⇤
g is computed through

a Guinier fit on the SAXS spectra of the original (prior) ensemble (dashed
lines) and of the reweighted (posterior) ensemble (solid lines). Results for
both the pure solute (orange lines) and the whole system (green lines) are
shown. Note that both solid lines are based on the same reweighted ensemble,
i.e. the one matching experiments and SAXS spectra computed including the
solvent. In the right panels, the SAXS spectra from the reweighted ensembles
are shown in the Kratky form and also reported are the corresponding R⇤

g and
the associated statistical error (in green). The statistical errors for selected q
values of the spectra are displayed as error bars. The reference experimental
value for R⇤

g , which was computed from the experimental SAXS spectra (in
light gray and violet for Mg2+ and K+, respectively), is also reported in gray
for comparison.

The introduced approach combines two crucial ingredients,
namely conformational dynamics and solvent effects.
The former is enhanced by using replica exchange and
metadynamics acting on a proxy of the SAXS intensities,
so as to encourage the exploration of extended structures.
The latter is achieved by using an accurate a posteriori

calculation of the spectra, where the presence of the solvent
is explicitly modeled (18), in conjunction with the maximum
entropy principle. The approach is summarized in Fig. 1.
We note here that all the steps involved in the procedure are
conducted through freely available software. When enforcing

SAXS intensities computed on-the-fly 
using a Martini-bead representation*
No exp. data used at this stage.
*Paissoni et al, JAC (2019)

Bussi and Laio, Nat Rev Phys (2020)
Bussi Mol Phys (2014)

"Solute tempering"
heating non-2D
structure
32 replicas
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Figure 4. Free-energy surface (FES) and SAXS spectra from the enhanced-sampling MD simulation. The FES is shown as a function of the biased collective
variables, namely the ratio between peak (q=0.1 Å�1) and shoulder (q=0.2 Å�1) of the pure-solute SAXS spectrum in the Kratky form, and a variable (Diff)
estimating the degree of formation of tertiary contacts in the RNA molecule (see the methods section for its definition). The star indicates the crystal structure,
from which the simulation was initiated. For representative regions of the FES (dashed rectangles), the corresponding SAXS spectra are shown (panels indicated
by the dashed arrows). Specifically, both the average spectrum computed from the pure solute (RNA only) and from the whole system (RNA and solvent) are
displayed in orange and sky-blue, respectively. The corresponding frame-by-frame spectra are also reported as light orange and light sky-blue shades. From left to
right panels, their root-mean-square deviations from the corresponding averages are 0.01, 0.07, 0.14 for the pure solute and 0.03, 0.06, 0.12 for the whole system,
in the displayed units. For each region, a representative structure of GAC is shown, color coded consistently with Figure 2.

was significantly larger (about 42%) when the refinement was
done using K+ experimental data (Figure 5, upper and lower
left panels, respectively). It is important to notice that this
reweighting stage resulted in very low Kish sizes (68, 70)
(15.9 and 2.9 for Mg2+ and K+, respectively, to be compared
with 36000 structures used in the analysis), indicating that
only a very limited number of structures contributed to the
final spectrum. This is reflected in a high statistical error
for the final spectrum, as it can be appreciated in Fig. 5,
especially when using K+ experimental data. This effect can
be ascribed to a limited sampling of more extended GAC
conformations in the enhanced sampling simulations. In order
to quantify our confidence in the population of extended
structures in absence of Mg2+, its statistical error was
computed by enforcing agreement with experiments at every
bootstrap iteration (see Methods). The resulting error was
16%, indicating that if the predicted compact and extended
structures and the back-calculation of the SAXS spectra are
assumed to be correct, their population can be determined
with a relatively low error given the experimental spectra.
The corresponding reweighted SAXS spectra were compatible
with the experimental reference for Mg2+ and K+ (Figure 5,
upper and lower right panels, respectively). As expected based
on the low Kish size, the agreement was poorer for the case of
K+. Nevertheless, the predicted R⇤

g values were in agreement
with the experimental ones (compare green and gray values in
the right panels of Figure 5).

We also tested if adding a rigid shift to the experimental data
could increase the Kish size or result in a Guinier radius in
better agreement with experiment (71). The analysis suggests
that no shift is necessary (see Figure S11).

DISCUSSION
In this work we use atomistic molecular dynamics
simulations, coupled with enhanced sampling methods,
to generate a conformational ensemble for GAC RNA.
The resulting ensemble is then reweighted so as to enforce
agreement with recently published SAXS data (37). SAXS
spectra are back-calculated comparing approaches that
include solvent effects to a different extent.

Figure 5. Probability distribution of R⇤
g and SAXS spectra from the

ensembles reweighted to match Mg2+ experimental data (top panels) and K+

experimental data (bottom panels). In the left panels, R⇤
g is computed through

a Guinier fit on the SAXS spectra of the original (prior) ensemble (dashed
lines) and of the reweighted (posterior) ensemble (solid lines). Results for
both the pure solute (orange lines) and the whole system (green lines) are
shown. Note that both solid lines are based on the same reweighted ensemble,
i.e. the one matching experiments and SAXS spectra computed including the
solvent. In the right panels, the SAXS spectra from the reweighted ensembles
are shown in the Kratky form and also reported are the corresponding R⇤

g and
the associated statistical error (in green). The statistical errors for selected q
values of the spectra are displayed as error bars. The reference experimental
value for R⇤

g , which was computed from the experimental SAXS spectra (in
light gray and violet for Mg2+ and K+, respectively), is also reported in gray
for comparison.

The introduced approach combines two crucial ingredients,
namely conformational dynamics and solvent effects.
The former is enhanced by using replica exchange and
metadynamics acting on a proxy of the SAXS intensities,
so as to encourage the exploration of extended structures.
The latter is achieved by using an accurate a posteriori

calculation of the spectra, where the presence of the solvent
is explicitly modeled (18), in conjunction with the maximum
entropy principle. The approach is summarized in Fig. 1.
We note here that all the steps involved in the procedure are
conducted through freely available software. When enforcing
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Figure 4. Free-energy surface (FES) and SAXS spectra from the enhanced-sampling MD simulation. The FES is shown as a function of the biased collective
variables, namely the ratio between peak (q=0.1 Å�1) and shoulder (q=0.2 Å�1) of the pure-solute SAXS spectrum in the Kratky form, and a variable (Diff)
estimating the degree of formation of tertiary contacts in the RNA molecule (see the methods section for its definition). The star indicates the crystal structure,
from which the simulation was initiated. For representative regions of the FES (dashed rectangles), the corresponding SAXS spectra are shown (panels indicated
by the dashed arrows). Specifically, both the average spectrum computed from the pure solute (RNA only) and from the whole system (RNA and solvent) are
displayed in orange and sky-blue, respectively. The corresponding frame-by-frame spectra are also reported as light orange and light sky-blue shades. From left to
right panels, their root-mean-square deviations from the corresponding averages are 0.01, 0.07, 0.14 for the pure solute and 0.03, 0.06, 0.12 for the whole system,
in the displayed units. For each region, a representative structure of GAC is shown, color coded consistently with Figure 2.

was significantly larger (about 42%) when the refinement was
done using K+ experimental data (Figure 5, upper and lower
left panels, respectively). It is important to notice that this
reweighting stage resulted in very low Kish sizes (68, 70)
(15.9 and 2.9 for Mg2+ and K+, respectively, to be compared
with 36000 structures used in the analysis), indicating that
only a very limited number of structures contributed to the
final spectrum. This is reflected in a high statistical error
for the final spectrum, as it can be appreciated in Fig. 5,
especially when using K+ experimental data. This effect can
be ascribed to a limited sampling of more extended GAC
conformations in the enhanced sampling simulations. In order
to quantify our confidence in the population of extended
structures in absence of Mg2+, its statistical error was
computed by enforcing agreement with experiments at every
bootstrap iteration (see Methods). The resulting error was
16%, indicating that if the predicted compact and extended
structures and the back-calculation of the SAXS spectra are
assumed to be correct, their population can be determined
with a relatively low error given the experimental spectra.
The corresponding reweighted SAXS spectra were compatible
with the experimental reference for Mg2+ and K+ (Figure 5,
upper and lower right panels, respectively). As expected based
on the low Kish size, the agreement was poorer for the case of
K+. Nevertheless, the predicted R⇤

g values were in agreement
with the experimental ones (compare green and gray values in
the right panels of Figure 5).

We also tested if adding a rigid shift to the experimental data
could increase the Kish size or result in a Guinier radius in
better agreement with experiment (71). The analysis suggests
that no shift is necessary (see Figure S11).

DISCUSSION
In this work we use atomistic molecular dynamics
simulations, coupled with enhanced sampling methods,
to generate a conformational ensemble for GAC RNA.
The resulting ensemble is then reweighted so as to enforce
agreement with recently published SAXS data (37). SAXS
spectra are back-calculated comparing approaches that
include solvent effects to a different extent.

Figure 5. Probability distribution of R⇤
g and SAXS spectra from the

ensembles reweighted to match Mg2+ experimental data (top panels) and K+

experimental data (bottom panels). In the left panels, R⇤
g is computed through

a Guinier fit on the SAXS spectra of the original (prior) ensemble (dashed
lines) and of the reweighted (posterior) ensemble (solid lines). Results for
both the pure solute (orange lines) and the whole system (green lines) are
shown. Note that both solid lines are based on the same reweighted ensemble,
i.e. the one matching experiments and SAXS spectra computed including the
solvent. In the right panels, the SAXS spectra from the reweighted ensembles
are shown in the Kratky form and also reported are the corresponding R⇤

g and
the associated statistical error (in green). The statistical errors for selected q
values of the spectra are displayed as error bars. The reference experimental
value for R⇤

g , which was computed from the experimental SAXS spectra (in
light gray and violet for Mg2+ and K+, respectively), is also reported in gray
for comparison.

The introduced approach combines two crucial ingredients,
namely conformational dynamics and solvent effects.
The former is enhanced by using replica exchange and
metadynamics acting on a proxy of the SAXS intensities,
so as to encourage the exploration of extended structures.
The latter is achieved by using an accurate a posteriori

calculation of the spectra, where the presence of the solvent
is explicitly modeled (18), in conjunction with the maximum
entropy principle. The approach is summarized in Fig. 1.
We note here that all the steps involved in the procedure are
conducted through freely available software. When enforcing

Implicit (PLUMED/MARTINI) SAXS 
useful to enhance sampling, but 
reports spectra different from explicit 
solvent at q ~ 0.2 A-1

Bernetti, Hall, and Bussi, NAR (2021)



Reweighting (implicit vs explicit)

Figure S8: Weights assigned to the trajectory frames obtained from the en-
hanced sampling simulation. The original metadynamics weights (prior) are
displayed in the top panel, while the weights resulting from reweighting through
maximum entropy (posterior, refined ensembles) are shown in the central and
bottom panels. In particular, the weights obtained enforcing the SAXS refer-
ence experimental data measured in presence of Mg2+ (central panel) and K+

(bottom panel) and using the SAXS spectra computed for the whole system
(solute + solvent) with Capriqorn as input observables, are reported.

S8

Figure S9: Weights assigned to the trajectory frames obtained from the en-
hanced sampling simulation. The original metadynamics weights (prior) are
displayed in the top panel, while the weights resulting from reweighting through
maximum entropy (posterior, refined ensembles) are shown in the central and
bottom panels. In particular, the weights obtained enforcing the SAXS reference
experimental data measured in presence of Mg2+ (central panel) and K+ (bot-
tom panel) and using the SAXS spectra computed for the pure solute system
with PLUMED as input observables, are reported.

S9
Reweighting to match experiments with implicit solvent 
SAXS does not work
(no way to reproduce experimental spectra)

Ratioexp R⇤
g,exp Ratiosolv R⇤

g,solv Ratiosolute R⇤
g,solute

Mg2+ 2.25 21.35 2.26 21.12 1.62 21.17
K+ 1.43 25.17 1.44 24.92 0.67 22.54

Table S1: Comparison of reweighted spectra and experimental reference. Ratio,
i.e. intensity of the peak (q=0.1 Å�1) over shoulder (q=0.2 Å�1) in the Kratky
form of the spectra, and radius of gyration from Guinier fit (R⇤

g) were computed
from the experimental SAXS spectra (Ratioexp, R⇤

g,exp) and from the reweigthed
spectra including the solvent contribution (Ratiosolv, R⇤

g,solv) or the pure solute
only (Ratiosolute, R⇤

g,solute).

S13

implicit explicit
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Figure 4. Free-energy surface (FES) and SAXS spectra from the enhanced-sampling MD simulation. The FES is shown as a function of the biased collective
variables, namely the ratio between peak (q=0.1 Å�1) and shoulder (q=0.2 Å�1) of the pure-solute SAXS spectrum in the Kratky form, and a variable (Diff)
estimating the degree of formation of tertiary contacts in the RNA molecule (see the methods section for its definition). The star indicates the crystal structure,
from which the simulation was initiated. For representative regions of the FES (dashed rectangles), the corresponding SAXS spectra are shown (panels indicated
by the dashed arrows). Specifically, both the average spectrum computed from the pure solute (RNA only) and from the whole system (RNA and solvent) are
displayed in orange and sky-blue, respectively. The corresponding frame-by-frame spectra are also reported as light orange and light sky-blue shades. From left to
right panels, their root-mean-square deviations from the corresponding averages are 0.01, 0.07, 0.14 for the pure solute and 0.03, 0.06, 0.12 for the whole system,
in the displayed units. For each region, a representative structure of GAC is shown, color coded consistently with Figure 2.

was significantly larger (about 42%) when the refinement was
done using K+ experimental data (Figure 5, upper and lower
left panels, respectively). It is important to notice that this
reweighting stage resulted in very low Kish sizes (68, 70)
(15.9 and 2.9 for Mg2+ and K+, respectively, to be compared
with 36000 structures used in the analysis), indicating that
only a very limited number of structures contributed to the
final spectrum. This is reflected in a high statistical error
for the final spectrum, as it can be appreciated in Fig. 5,
especially when using K+ experimental data. This effect can
be ascribed to a limited sampling of more extended GAC
conformations in the enhanced sampling simulations. In order
to quantify our confidence in the population of extended
structures in absence of Mg2+, its statistical error was
computed by enforcing agreement with experiments at every
bootstrap iteration (see Methods). The resulting error was
16%, indicating that if the predicted compact and extended
structures and the back-calculation of the SAXS spectra are
assumed to be correct, their population can be determined
with a relatively low error given the experimental spectra.
The corresponding reweighted SAXS spectra were compatible
with the experimental reference for Mg2+ and K+ (Figure 5,
upper and lower right panels, respectively). As expected based
on the low Kish size, the agreement was poorer for the case of
K+. Nevertheless, the predicted R⇤

g values were in agreement
with the experimental ones (compare green and gray values in
the right panels of Figure 5).

We also tested if adding a rigid shift to the experimental data
could increase the Kish size or result in a Guinier radius in
better agreement with experiment (71). The analysis suggests
that no shift is necessary (see Figure S11).

DISCUSSION
In this work we use atomistic molecular dynamics
simulations, coupled with enhanced sampling methods,
to generate a conformational ensemble for GAC RNA.
The resulting ensemble is then reweighted so as to enforce
agreement with recently published SAXS data (37). SAXS
spectra are back-calculated comparing approaches that
include solvent effects to a different extent.

Figure 5. Probability distribution of R⇤
g and SAXS spectra from the

ensembles reweighted to match Mg2+ experimental data (top panels) and K+

experimental data (bottom panels). In the left panels, R⇤
g is computed through

a Guinier fit on the SAXS spectra of the original (prior) ensemble (dashed
lines) and of the reweighted (posterior) ensemble (solid lines). Results for
both the pure solute (orange lines) and the whole system (green lines) are
shown. Note that both solid lines are based on the same reweighted ensemble,
i.e. the one matching experiments and SAXS spectra computed including the
solvent. In the right panels, the SAXS spectra from the reweighted ensembles
are shown in the Kratky form and also reported are the corresponding R⇤

g and
the associated statistical error (in green). The statistical errors for selected q
values of the spectra are displayed as error bars. The reference experimental
value for R⇤

g , which was computed from the experimental SAXS spectra (in
light gray and violet for Mg2+ and K+, respectively), is also reported in gray
for comparison.

The introduced approach combines two crucial ingredients,
namely conformational dynamics and solvent effects.
The former is enhanced by using replica exchange and
metadynamics acting on a proxy of the SAXS intensities,
so as to encourage the exploration of extended structures.
The latter is achieved by using an accurate a posteriori

calculation of the spectra, where the presence of the solvent
is explicitly modeled (18), in conjunction with the maximum
entropy principle. The approach is summarized in Fig. 1.
We note here that all the steps involved in the procedure are
conducted through freely available software. When enforcing

Exp. spectrum with Mg2+

~1% extended

Exp. spectrum with K+
~42% extended
(Few extended structures in MD, 
high statistical error)

Reminder: simulation had no Mg2+!
Bernetti, Hall, and Bussi, NAR (2021)



Partial summary
Enhanced sampling (heterogeneity) + MaxEnt (match experiments)

(Fast) implicit solvent SAXS, rough estimates and enhanced sampling
(Slow) explicit solvent SAXS, match experiments

Little impact of ions on SAXS → run with K+, match K+ and Mg2+

Mg2+ → K+ results in shift in extended population (1% vs 42%)
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Figure 1. Schematic pipeline of the protocol introduced in this work. Enhanced-sampling MD simulations with explicit solvent are initially employed to sample
RNA conformations of different structural compactness. At this stage, pure-solute forward models for SAXS are used as collective variables in a metadynamics
protocol to guide the sampling, with no information from experiments. We then compute a posteriori the full SAXS spectra for the sampled structures, to be used
as input in the subsequent reweighting procedure. Notably, the SAXS spectra can either be computed from the pure solute only (top orange arrow) or including the
explicit solvent (bottom sky-blue arrow). Experimental data are finally enforced through the maximum entropy principle to reweight the original ensemble (prior,
blue rounded rectangle) and thus identify the least-modified ensemble (posterior, green rounded rectangle) that is in agreement with the experimental reference.
Remarkably, we observe that the inclusion of the solvent in the computation of the SAXS spectra is a critical factor to achieve a successful reweighting (bottom
green arrow).

affordable for the pure solute, explicit solvent estimators have
been used sparsely in this context (20).

In this work, we introduce a protocol exploiting pure-solute
forward models (13) and enhanced sampling (33) during MD
simulations, to favor sampling of an heterogenous ensemble,
without explicitly using the experimental data on-the-fly. The
ensemble is then reweighted (9) to match experimental data
using accurate explicit-solvent forward models (18). We apply
this framework to the GTPase-associated center (GAC), a 57-
nucleotides-long RNA molecule of the 23S ribosomal subunit
that is involved in protein translation (34, 35, 36). Recently,
SAXS experiments reported on GAC structural flexibility in
response to different ionic conditions in the buffer solution,
noticing that Mg2+ can stabilize the folded state, while
K+ favored less compact and more extended conformations
(37). Through our protocol, we notice that explicit-solvent
SAXS spectra are necessary to correctly reconstruct the ion-
dependent structural ensembles and to obtain radii of gyration
through Guinier fit that are compatible with the experiments
(Figure 1). In particular, in the case of K+, we observed that
a mixture of compact and extended structures is necessary to
generate a structural ensemble that is in agreement with the
experimental SAXS spectra.

MATERIALS AND METHODS
Simulation details
All systems were prepared from the available crystal structure
of GAC in its folded state (PDB ID: 1HC8 (38), see
Figure 2) after removing the bound protein. We notice that
a recent RNA-only crystal structure is virtually identical
(39). The system was described using the AMBER force

field for nucleic acids (40, 41, 42), the 4-point optimal-
point-charge (OPC) model for water (43), and compatible
ion parameters (44, 45). 4-point water models have been
reported to improve the accuracy of simulated hydration
effects in molecular systems. This is particularly critical for
biomolecules exploring heterogeneous ensembles including
more extended structures, where an accurate representation of
solute-water interactions is crucial to avoid overly compact
conformations (20, 46, 47, 48). The OPC model has been
shown to improve the agreement of simulation and experiment
for unstructured RNA tetramers (49, 50). All simulations
were performed using GROMACS 2018.4 (51). Four ionic
conditions were considered with an increasing number of
Mg2+ ions, namely: 1. none, 2. crystallographic Mg2+,
3. crystallographic Mg2+ plus half the amount needed to
neutralize the system and 4. crystallographic Mg2+ plus the
amount needed to neutralize the system (a representative
sketch of the 4 systems is provide in Figure 3a). In all cases,
the crystal K+ was retained, a 100 mM concentration of
KCl was set for the buffer, and neutralization, where needed,
was achieved by adding K+ accordingly. The systems were
initially minimized applying soft position restraints on RNA
and water heavy atoms and on the crystal ions. A multi-
step equilibration was then conducted: 3 short simulations
lasting 200 ps at 100, 200 and 300 K in the NVT ensemble
using the velocity-rescaling thermostat (52), with soft position
restraints on RNA heavy atoms and on crystal ions; in
further 900 ps in NPT ensemble using the Parrinello-Rahman
barostat (53), these restraints were gradually removed to
relax the system. Production runs were performed in the
same ensemble. Short plain MD simulations (10 ns) were
run using a large rhombic dodecahedron simulation box
containing approximately 170000 atoms, with edges distant
3 nm from all RNA atoms, using soft position restraints
on solute heavy atoms to exclude solute dynamics effects.
Longer plain MD simulations (1 µs) were performed using
a smaller rhombic dodecahedron simulation box containing
approximately 100000 atoms, with edges distant 2 nm from

Bernetti and Bussi, EPJB (2021)
Bernetti, Hall, and Bussi, NAR (2021)
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Other “forward models” we are using
Force field optimization for m6A using 
melting experiments (V. Piomponi)

Inosine duplex ensembles with NMR 
(V. Piomponi, in collaboration with M. 
Sattler, Munich)

General RNA force field optimization using NMR and 
thermodynamic data (T. Froehlking, I. Gilardoni, 
collaboration with J. Sponer, Brno)

Ribozymes dynamics with cryo-EM 
(E. Posani, in collaboration with A. 
Magistrato, CNR; M. Bonomi, 
Pasteur; N. Toor, UCSD)

What about 
chemical probing 

data?



reagent concentration. Our results on a RNA structural motif suggest that, at the

concentration typically used in SHAPE experiments, cooperative binding would lead

to a measurable concentration-dependent reactivity. This finding shades a new light

on the quantitative interpretation of SHAPE reactivities.

Introduction
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Figure 1: Chemical probing paradigm and e↵ects of cooperativity. In chemical probing
experiments (upper panel), RNA is treated with a reagent that binds covalently. Binding
is assumed to be related to a structural determinant that depends on the specific reagent.
Reverse transcription is then used to detect which nucleotides were reactive and thus infer
structural properties of the probed motif. Cooperativity or anticoperativity e↵ects might
impact observed reactivity (lower panel). In particular, when experiments are performed at
a finite reagent concentration, a non-linear dependence of reactivity on reagent concentration
is possible. We notice that chemical binding is not required for this e↵ect to be visible.
Even in a single hit kinetics approximation, where a single adduction per RNA molecule is
observed, multiple reagent copies might physically interact with each other and with RNA
perturbing its structural dynamics.
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Chemical probing
Bussi Part B1 RiboShape

Figure 2: (a) Scheme indicating which RNA sites are probed by each chemical probing method,
adapted from Ref. [30]. (b) Scheme for SHAPE chemistry, highlighting the fact that RNA flexibility
and capability to adopt reactive conformations are influencing the probability to form an adduct,
adapted from Ref. [32].

the Sattler group; (c) antisense SINE B2 [5, 55] which regulates translation and will be studied in
close collaboration with the Gustincich group. All the computational protocols used will be shared in
the spirit of promoting reproducibility of our results using the PLUMED-NEST3 (see Ref. [74]). Part
of the the project will be hosted by the Sattler group and will provide crucial data and validations for
the methodological packages, as well as experimental data for Xist.

The research will be performed in six distinct but interconnected packages.

⌅ ATOMS: Provide an atomistic interpretation of chemical probing reactivities using molecular
simulations.

⌅ LEARN: Use machine learning to train a model on available experimental data and structures.
⌅ PROBE: Perform chemical probing experiments to validate and train the mentioned models.
⌅ FORCE: Enforce experimental data in structure prediction and MD simulations.
⌅ SMALL: Conformational dynamics subject to experimental restraints: tetranucleotides,
tetraloops, and pseudoknots.

⌅ LARGE: Conformational dynamics subject to experimental restraints: SINEs and Xist.

ATOMS: We will perform a systematic characterization of the binding process associated with
chemical probing experiments using MD simulations coupled with enhanced sampling methods. We
already found that fluctuations of base-base distances correlate significantly with SHAPE reactivity
[66] and that RNA dynamics plays a fundamental role in determining the accessibility of RNA to
reagents [68]. The approach of Ref. [68] will be extended and applied to a number of benchmark
systems were chemical probing data and structural dynamics information are available in order to
interpret their relationship. We will validate the predicted reactivities with available experiments and
with new ones (PROBE package). In order to make sure that the simulated structural ensembles are
compatible with experiment, we will also use other types of experimental data (e.g., SAXS and NMR)
provided in the PROBE package.

LEARN: We will use machine-learning techniques to develop a model for reactivity measured
in chemical probing experiments based on available high-resolution structures. Conceptually simi-
lar approaches have been used to develop forward models for NMR (see, e.g., [76]). In particular,
we will search through the whole PDB4 all the structures for which the RMDB contains chemical
probing data. Additionally, we will take advantage of the published works where the sequences corre-
sponding to deposited PDB structures were studied using chemical probing methods (e.g., [41, 77]).
Package PROBE will provide additional data for training and validation. We will correlate feature
vectors describing each nucleotide with reactivities using classified of increasing complexity such as
linear regressions, support vector machines [78], discriminative Boltzmann machines [79], and neural

3http://www.plumed-nest.org
4http://www.rcsb.org
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Different probes (SHAPE/DMS/CMCT/etc)

Concentration of cDNA (# reads) 
~ proportional to probability to 
form an adduct at that position

Weeks COSB (2010); McGinnis et al JACS (2012)
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Figure 2: (a) Scheme indicating which RNA sites are probed by each chemical probing method,
adapted from Ref. [30]. (b) Scheme for SHAPE chemistry, highlighting the fact that RNA flexibility
and capability to adopt reactive conformations are influencing the probability to form an adduct,
adapted from Ref. [32].

the Sattler group; (c) antisense SINE B2 [5, 55] which regulates translation and will be studied in
close collaboration with the Gustincich group. All the computational protocols used will be shared in
the spirit of promoting reproducibility of our results using the PLUMED-NEST3 (see Ref. [74]). Part
of the the project will be hosted by the Sattler group and will provide crucial data and validations for
the methodological packages, as well as experimental data for Xist.

The research will be performed in six distinct but interconnected packages.

⌅ ATOMS: Provide an atomistic interpretation of chemical probing reactivities using molecular
simulations.

⌅ LEARN: Use machine learning to train a model on available experimental data and structures.
⌅ PROBE: Perform chemical probing experiments to validate and train the mentioned models.
⌅ FORCE: Enforce experimental data in structure prediction and MD simulations.
⌅ SMALL: Conformational dynamics subject to experimental restraints: tetranucleotides,
tetraloops, and pseudoknots.

⌅ LARGE: Conformational dynamics subject to experimental restraints: SINEs and Xist.

ATOMS: We will perform a systematic characterization of the binding process associated with
chemical probing experiments using MD simulations coupled with enhanced sampling methods. We
already found that fluctuations of base-base distances correlate significantly with SHAPE reactivity
[66] and that RNA dynamics plays a fundamental role in determining the accessibility of RNA to
reagents [68]. The approach of Ref. [68] will be extended and applied to a number of benchmark
systems were chemical probing data and structural dynamics information are available in order to
interpret their relationship. We will validate the predicted reactivities with available experiments and
with new ones (PROBE package). In order to make sure that the simulated structural ensembles are
compatible with experiment, we will also use other types of experimental data (e.g., SAXS and NMR)
provided in the PROBE package.

LEARN: We will use machine-learning techniques to develop a model for reactivity measured
in chemical probing experiments based on available high-resolution structures. Conceptually simi-
lar approaches have been used to develop forward models for NMR (see, e.g., [76]). In particular,
we will search through the whole PDB4 all the structures for which the RMDB contains chemical
probing data. Additionally, we will take advantage of the published works where the sequences corre-
sponding to deposited PDB structures were studied using chemical probing methods (e.g., [41, 77]).
Package PROBE will provide additional data for training and validation. We will correlate feature
vectors describing each nucleotide with reactivities using classified of increasing complexity such as
linear regressions, support vector machines [78], discriminative Boltzmann machines [79], and neural

3http://www.plumed-nest.org
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Relating SHAPE and structure/fluctuations

Pinamonti et al, NAR (2015); Hurst et al JPCB (2018);  Frezza et al Methods (2019)

No reagent 
modeled

One reagent 
copy modeled

Mlynsky and Bussi, JPCL (2018); Hurst and Chen, JPCB (2021)

Assume infinite dilution of reagent



reagent concentration. Our results on a RNA structural motif suggest that, at the

concentration typically used in SHAPE experiments, cooperative binding would lead

to a measurable concentration-dependent reactivity. This finding shades a new light

on the quantitative interpretation of SHAPE reactivities.

Introduction

NOTE: certamente da citare questo https://doi.org/10.1093/nar/gkab250.

Figure 1: Chemical probing paradigm and e↵ects of cooperativity. In chemical probing
experiments (upper panel), RNA is treated with a reagent that binds covalently. Binding
is assumed to be related to a structural determinant that depends on the specific reagent.
Reverse transcription is then used to detect which nucleotides were reactive and thus infer
structural properties of the probed motif. Cooperativity or anticoperativity e↵ects might
impact observed reactivity (lower panel). In particular, when experiments are performed at
a finite reagent concentration, a non-linear dependence of reactivity on reagent concentration
is possible. We notice that chemical binding is not required for this e↵ect to be visible.
Even in a single hit kinetics approximation, where a single adduction per RNA molecule is
observed, multiple reagent copies might physically interact with each other and with RNA
perturbing its structural dynamics.
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Figure 1: Chemical probing paradigm and e↵ects of cooperativity. In chemical probing
experiments (upper panel), RNA is treated with a reagent that binds covalently. Binding
is assumed to be related to a structural determinant that depends on the specific reagent.
Reverse transcription is then used to detect which nucleotides were reactive and thus infer
structural properties of the probed motif. Cooperativity or anticoperativity e↵ects might
impact observed reactivity (lower panel). In particular, when experiments are performed at
a finite reagent concentration, a non-linear dependence of reactivity on reagent concentration
is possible. We notice that chemical binding is not required for this e↵ect to be visible.
Even in a single hit kinetics approximation, where a single adduction per RNA molecule is
observed, multiple reagent copies might physically interact with each other and with RNA
perturbing its structural dynamics.
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# Objectives

The objective of this project is to develop and apply computational techniques to combine information from chemical probing experiments with secondary structure prediction (2D) and molecular dynamics (MD) simulations
of RNA systems in order to reconstruct RNA structural dynamics at a multiscale level. A so-called forward model, i.e., a method to accurately predict the reactivity profile at the nucleotide level given RNA 2D and/or 3D
structure, will be developed combining two complementary approaches: (a) a “bottom-up” approach, where the physical chemistry of the various reactions involved will be investigated, and (b) a “top-down” approach,
where machine learning techniques will be used on available databases of structures with known reactivity profile. Forward models will be developed for multiple probing methods and implemented as restraints for
secondary structure prediction and molecular dynamics simulations. All the implemented methods will be made openly accessible at the source level (using, e.g., GitHub). Once appropriate forward models will be
developed, we will use them in combination with all the tools currently in our kit, including molecular dynamics simulations accelerated using enhanced sampling techniques. Our group has a very strong experience in the
development of these techniques so we are ready to adjust them en route. We will also use methods to enforce experimental distributions or average values on MD simulations, either based on adaptive correcting
potentials or on ensemble reweighting. All the computational protocols used will be shared in the spirit of promoting reproducibility of our results using the PLUMED-NEST [Bonomi et al 2019].

The research will be performed in three distinct but closely interconnected packages.

- MODEL: Provide an atomistic interpretation of chemical probing reactivities using molecular simulations.
- LEARN: Use machine learning to train 2D and 3D models on available experimental data and structures.
- APPLY: Applications to biologically relevant systems: riboswitches and viral RNAs.

# Methodology

## MODEL - a bottom-up approach

We will perform a systematic characterization of the binding process associated with chemical probing experiments using MD simulations, possibly coupled with enhanced sampling methods and advanced analysis
methods. We already observed that fluctuations of base-base distances correlate significantly with SHAPE reactivity [Pinamonti et al 2015] and that RNA dynamics plays a fundamental role in determining the accessibility
of RNA to reagents [Mlynsky & Bussi 2018]. The approach of Ref. [Mlynsky & Bussi 2018] will be here extended and applied to a number of benchmark systems where chemical probing data and structural dynamics
information are available in order to interpret their relationship. We will validate the predicted reactivities with available experiments. In order to make sure that the simulated structural ensembles are compatible with
experiment, we will also use other types of experimental data (e.g., small-angle X-ray spectroscopy and NMR) available in the literature. We will address both the "physical" and the "chemical" step (see Figure 3).

Figure 3: Schematic representation of the free-energy landscape for the formation of an adduct in a SHAPE reaction. Free energy is shown as a function of the distance between the reacting carbon of the SHAPE reagent
and the O2' of the target nucleotide. Unbound (U), bound (B), and adduct (A) states are labeled. The "physical step" (U to B) is reversible and is additionally affected by a concentration-dependent entropic barrier (not
shown). The "chemical step" (B to A) is irreversible, and the height of the corresponding barrier depends on the exact reagent employed. Both steps might be affected by the structural dynamics of the specific RNA motif.

### The "physical step"

Usually, single-hit kinetics for short 
(≲100nt) RNAs:
• 1 adduction event (A) per molecule.
• How many “physical” binding events (B)?

Physical vs Chemical binding

Typical reagent concentrations:
10-100 mM

Non-equilibrium process:
• Rate-limiting irreversible 

chemical step
• SHAPE reagents hydrolyse 

water as well

Kd,phys~0.2-6.4 M*  ⟹ 0.1%-50% of “physical” sites (B) occupied

*estimated from MD simulations with NMIA, Mlynsky and Bussi, JPCL (2018)

A: (chemical) adduct
B: (physical) bound
U: unbound
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Figure 2: The gcgGAAAcgu tetraloop from 2GIS and the chemical probing reagent 1M7,
parametrised.
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Prototype system: GAAA tetraloop
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Figure 2: The gcgGAAAcgu tetraloop from 2GIS and the chemical probing reagent 1M7,
parametrised.
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(a) (b)

Figure 3.4: Two examples of initial configuration for the simulations of the tetraloop with (a) N = 5
and (b) N = 16 probes. The yellow sphere represents the surface around the tetraloop where probes are
initially placed.

3.2.3 Simulation protocol

In order to sample a range of di↵erent concentrations of 1M7, Nmax = 19 independent simulations
are set up, each featuring a fixed number of probes, from N = 1 to N = Nmax. For each of
them, the starting configuration is built up as follows. The center of mass of the tetraloop is
taken as origin of the reference frame. A rhombic dodecahedron simulation box is then placed
at a distance of 3 nm from the tetraloop. It is important to place the box at this step, before
inserting the 1M7 probes, in order to preserve the volume across the simulations with di↵erent
N . In order to set a starting configuration where the N probes have an as similar interaction
as possible with the tetraloop, they are each placed at random points at equal distance from
the tetraloop and with random orientation. In particular, the first probe is placed at a random
point on the surface of a sphere, centered at the tetraloop and with radius equal to the radius
of gyration of the tetraloop plus 2 nm. The probe is then rotated of a random angle around its
center of mass. A check on the distances between every atom pair is made in order to avoid
clashes: if one of the atoms of the inserted probe is at a distance lower than 5 Å from any
other atom, the insertion is rejected and another point and orientation are generated. For each
of the remaining N � 1 probes the insertion procedure is repeated. Examples of the resulting
configuration are represented in Fig. 3.4 for N = 5 and N = 16.

The resulting complexes are solvated using the OPC water model [82] and sodium counterions
are added to neutralize the system. For each complex the potential energy is minimized in order
to relax the structures, remove possible clashes and incorrect geometries, through 50000 steps
of steepest descent algorithm. The minimization is followed by NVT equilibration of 1 ns up to
a temperature T = 300K, and NPT equilibration at the same temperature, pressure P = 1bar
for another 1 ns using a Parrinello-Rahman barostat [83]. A cuto↵ of 10 Å and the particle-
mesh Ewald (PME) method [84] are used for computing short-range interactions and long-range
interactions, respectively. Constant temperature is kept using the V-rescale thermostat [85].

47

(a)

(b)

Figure 2: The gcgGAAAcgu tetraloop from 2GIS and the chemical probing reagent 1M7,
parametrised.

4

Amber FF + GROMACS, plain MD (no enhanced sampling)
Multiple (1,2…,19) copies of the reagent per simulation box
19 x 1 μs long simulations - multiple binding/unbinding events

Calonaci et al, arXiv (2022)

1M7



Grand-canonical reweighting

Figure 3: Extraction of frames from canonical simulations with di↵erent fixed number of
reagents.
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PN
A/B(NA/B) / ⌦A/B(NA/B)⌦B/A(N �NB/A)

Probability to observe particles in 
A/B depending on N=NA+NB

reservoir, the probability of having NA particles in region A in the grand canonical ensemble is

PGC
A (NA) / ⌦A (NA) e

�µNA/RT (3.1)

as well as the probability of having NB particles in region B is

PGC
B (NB) / ⌦B (NB) e

�µNB/RT (3.2)

where ⌦A and ⌦B are the canonical partition functions for region A and B, respectively. Our
aim is to compute averages in the grand canonical ensemble, by just using these probabilities
as weights for trajectory frames collected by a set of simulations run in the canonical ensemble,
each at a di↵erent fixed number of particles N . In each of these simulations the probability to
observe NA/B particles in region A/B is

PN
A/B

�
NA/B

�
/ ⌦A

�
NA/B

�
⌦B

�
N �NA/B

�
(3.3)

proportional to the number of states with NA particles in region A and N � NB particles in
region B, or vice-versa. We then consider a set of Nmax simulations each run at a di↵erent fixed
number of particles N , ranging from 1 to N . The probability to sample tNk frames in which
there are k particles in region A and N � k particles in region B is then

P (tNk) /
Y

N

Y

k

(cN⌦A(k)⌦B(N � k))tNk (3.4)

where the normalization coe�cients {cN} are required to ensure that, at fixed N , the sum of the
probabilities PN

A/B

�
NA/B

�
of Eq. 3.3 over all the possible combinations of NA and NB is equal

to one: X

k

cN⌦A(k)⌦B(N � k) = 1 8N 2 [1, . . . , Nmax] (3.5)

In order to estimate the most likely values of ⌦A and ⌦B from our simulations run in the
canonical ensemble, we minimize the minus log-likelihood L of Eq. 3.4, with the constraint that
the normalization of Eq. 3.5 is satisfied,

L = �

X

N

X

k

tNk log (cN⌦A(k)⌦B(N � k))�
X

N

�N

 
X

k

cN⌦A(k)⌦B(N � k)� 1

!
(3.6)

with respect to ⌦A, ⌦B , the normalization coe�cients {cN} and the corresponding Lagrangian
multipliers {�N}. Setting to zero the gradient of L with respect to these parameters yields the
following equations:

@L
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=
X

k

cN⌦A(k)⌦B(N � k)� 1 = 0 (3.7a)
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X
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Likelihood for the actual 
histograms tNk

From the equation 3.7a, we obtain

X

k

⌦A(k)⌦B(N � k) =
1

cN
(3.8)

that we replace in the second term of the equation 3.7b yielding

�N = �
X

k

tNk (3.9)

Before replacing these terms into the last two equations 3.7c and 3.7d, we define the histogram
Ak =

P
k tNk of the number of times that, in the whole set of Nmax trajectories, the reagent was

in region A, and the same histogram for region B, Bk =
P

k tN,N�k, as well as the total number
of frames of each trajectory LN =

P
k tNk. Equations 3.7c and 3.7d are rewritten in these terms

as

⌦A(k) =
AkP

N LNcN⌦B(N � k)

⌦B(k) =
BkP

N LNcN⌦A(N � k)

(3.10)

These equations can be solved iteratively through the procedure reported in Alg. 1. Noticeably,

Algorithm 1 Estimating ⌦A and ⌦B

1 ⌦i=0
A  A

2 ⌦i=0
B  B

3 threshold 10�30

4 for i 2 {1, . . . , Nsteps} do

5 c[N ] 1/
PN

k=0 ⌦
(i�1)
A [k] · ⌦(i�1)

B [N � k]) 8N 2
h
1, . . . , Nmax

i

6 ⌦(i)
A [k] A [k] /

PNmax

N=1 L[N ] · c[N ] · ⌦(i�1)
B [N � k] 8k 2

h
0, . . . , Nmax

i

7 ⌦(i)
B [k] B [k] /

PNmax

N=1 L[N ] · c[N ] · ⌦(i�1)
A [N � k] 8k 2

h
0, . . . , Nmax

i

8 " 
PNmax

k=0

h ⇣
⌦(i)

A [k]� ⌦(i�1)
A [k]

⌘2
+

⇣
⌦(i)

B [k]� ⌦(i�1)
B [k]

⌘2 i

9 ⌦(i)
B  ⌦(i)

B /⌦(i)
B [0]

10 f  ⌦(i)
B [1]/⌦(i)

B [0]

11 ⌦(i)
B [k] ⌦(i)

B [k]/fk
8k 2

h
0, . . . , Nmax

i

12 ⌦(i)
A [k] ⌦(i)

A [k]/fk
8k 2

h
0, . . . , Nmax

i

13 if " < threshold then

14 break

line 9 to 12 provide a normalization of ⌦A and ⌦B such that ⌦A (k = 0) = 1 and ⌦B (k = 0) =
⌦B (k = 1) = 1. In this way the free-energy of the state with no particle at all is set to zero, as
well as the free-energy cost for adding the first particle to region B. Since the chemical potential
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Maximizing P leads to (similar to 
WHAM*):
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PGC
A/B(NA/B) / ⌦A/B(NA/B)e

�µNA/B/RT

Grand-canonical averages:

Chemical potential μ estimated from 
concentration in buffer B.
Result: smooth concentration-
dependent averages!

Calonaci et al, arXiv (2022)
*Kumar et al JCC (1992)



Concentration-dependent binding 

Physical occupation of an adduction site as a function 
of concentration

lo
g

Non-linear behaviour!

Calonaci et al, arXiv (2022)

Note: here “reactivity” means 
“physical binding”. No attempt to 
model the “chemical step”.



Cooperative binding

approximately linear trend. In particular, the reactivity of G74 increases with the highest power
exponent, � = 1.478±0.003, followed by A76 and A75 (� = 1.121±0.001 and � = 1.184±0.001).
The R(C) curves for base-paired are in general subject to higher errors on parameter estimate.
Fitted power exponents of these curves tend to decrease to 1 from the loop-closing base-pair G73-
C78 to the next C72-G79, with G79 showing an anti-cooperative behavior, with � significantly
lower than 1.

3.3.4 Cooperativity

To further investigate these di↵erent behaviors, we compute the cooperativity for each pair
of nucleotide sites, in terms of the two-site free energy coupling matrix ��G [88], under the
hypothesis that, at least for small enough concentrations, terms of higher order than two-site
cooperativity are negligible. Cooperativity between any pair of sites i, j of the tetraloop can be
defined in terms of coupling free energy using the computed pij (s, t) from Eq.3.16, as

��Gij = �RT log
pij(1, 1)pij(0, 0)

pij(1, 0)pij(0, 1)
(3.20)

With this definition, ��Gij < 0 means that i and j are cooperative, as it occurs when the two
sites are more frequently in the same state (both bound or both unbound) than in di↵erent states
pij(1, 1)pij(0, 0) > pij(1, 0)pij(0, 1). Vice-versa, ��Gij > 0 indicates an anti-cooperative rela-
tionship between the two sites, meaning than the state of binding of one decreases the probability
that the other one gets bound.

The ��G matrix computed from our simulations and averaged through the grand canonical
reweighting procedure described above is shown in Fig.3.15 for six representative values of reagent
concentration. In general, for nucleotides identified as cooperative through analysis of reactivity
as function of reagent concentration R(C) (in descending order of power law exponent G74, A76,
G73, C78 and A75) the most negative values of ��G are found. For A77, whose reactivity
increases approximately linearly with concentration, intermediate values of ��G are observed.
However, since these are the results of a sampling of finite size, it is fundamental to test them
for statistical significance.

Multiple-hypothesis testing

Since we want to test the statistical significance of a number of entries of ��Gij simultaneously,
the appropriate framework is that of multi-hypothesis testing. The cooperativity matrix ��Gij

has dimension 8⇥8. The diagonal elements of the cooperativity matrix, that are equal to zero by
construction, are excluded from the testing as the cooperativity of a nucleotide with itself has no
physical sense. The matrix is also symmetric, as ��Gij = ��Gji. Thus, the number of entries
that we want to test simultaneously is 28. Along the 104 bootstrap iterations, in general any ij
entry may assume both positive and negative values, so we consider the whole distribution of its
observed values, and compute the p-value relative to the hypothesis that the entry is negative or
positive. If we fix a significance level of ↵ = 0.01 for each of the 28 hypotheses, the probability
that by chance we obtain a significant result for at least one ��Gij is 1 � (1 � ↵)28 = 0.245.
For a number of 28 multiple hypotheses, this rate of false discoveries is not negligible.

As a statistical significance test to keep the false discovery rate at level ↵, we rely on the
Benjamini-Hochberg [89] controlling procedure. This procedure consists in considering our hy-
potheses, sorted in ascending order of p-value (see Fig.3.16). We then retain as significant at
level ↵, all the ordered hypotheses up to the k-th one, where k is the largest value at which the
corresponding p-value is such that p(k) 

k
28↵. The results of this test on the most probable

59

Does binding at i influence 
binding at j?

Bootstrap can tell us 
which pairs are non-
zero “by chance”

Pair Concentrations [mM]
1.0 1.3 1.7 2.1 2.8 3.6 4.6 6.0 7.7 10

A76-C78 � � � � • • • • • •

G73-G74 � � � � � � • • • �

A75-C78 � � � � � � • • • �

A77-C78 � � � � � � � • • �

G73-C78 � � � � � � � � • •

G73-G79 � � � � � � � � • •

G74-A76 � � � � � � � � • •

C72-G79 � � � � � � � � � •

Table 3.2: Hypotheses of cooperativity for pairs of nucleotides passing (•) or not passing (�) the
Benjamini-Hochberg multiple-hypothesis test, at the di↵erent tested concentrations.

Figure 3.17: Histograms of the values of ��G collected in the 10�4 bootstrap resampling iterations, for
(a-c) three cases significant under the multiple-hypotheses test with ↵ = 0.01, at reagent concentration
C = 4.6mM, and (d-f) three cases not significant under the same test.
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Figure 3.15: Cooperativity matrix ��G for the nucleotides under analysis (C72 to G79), computed
from the set of Nmax = 19 simulations through grand canonical reweighting. Cooperativity at six
representative concentrations of reagents are shown.

Figure 3.16: Results of the Benjamini-Hochberg multiple-hypothesis test to control the false discovery
rate. A di↵erent number of hypotheses that a pair of nucleotides is cooperative pass the test depending
on the chosen significance level. At reagent concentration C = 4.6mM, only the observed cooperativity
for G73-G74, A75-C78 and A76-C78 are simultaneously significant at level ↵ = 0.01.
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False-discovery rate 
(Benjamini–Hochberg test) to 
check for multiple hypothesis



Annotated 2D structures

Dynamical secondary structure* 
conditioned to double reagent 
binding

•Stacking between copies of 
reagent

•Loop reconformation
Calonaci et al, arXiv (2022)

Westhof-Leontis annotations made with BaRNAba, Bottaro et al RNA (2019)

the pair on the left in Figure 7, the triangle is oriented to
point to the G and vice versa for the pair on the right+
Thus, the filled triangle, representing the cis Sugar-
edge/Sugar-edge interaction, points away from the nu-
cleotide that uses its 29-hydroxyl to H bond to both the
base and 29-hydroxyl of the other nucleotide+

Bifurcated and water-inserted base pairs

Most base–base interactions observed in high-resolution
structures fit neatly into this classification framework+
Pairs that feature bifurcated hydrogen bonds, however,
are intermediate between two edge-to-edge geom-
etries+ The bifurcated pairs involve formally chelated
(or three-centered) H bonds in which two H atoms point
to a single acceptor atom; thus, they have been ob-
served between the Watson–Crick edge of one base
and one functional group of the second base+
Examples of bifurcated pairs that are intermediate to

the canonical cis Watson–Crick/Watson–Crick and the

trans Watson–Crick/Hoogsteen geometries are shown
in Figure 8A+ These are isosteric G•U and G•G pairs in
which the exocyclic carbonyl oxygen atoms, UO4 or
GO6, interact with the Watson–Crick edge of G (N1
and N2)+ They occur in loop E of bacterial 5S rRNA
(Correll et al+, 1997) and are isosteric to A•C and A•A,
which covary with G•U and G•G in 5S sequences (Le-
ontis & Westhof, 1998a)+ These pairs can be indicated
in two-dimensional representations by a circle with the
letter B inscribed, with white letters on black back-
ground as they are derived from the cis W+C+/W+C+ ge-
ometry (see Fig+ 6)+
A G•G pair having the bifurcated Hoogsteen geom-

etry occurs in the 4+5 S RNA of the signal recognition
particle RNA and is shown in Figure 8B (Batey et al+,
2000; Jovine et al+, 2000)+ In this pair, the N2 amino
group of one G hydrogen bonds to the N7 and O6
acceptors of the other G+ In this configuration, to as-
certain that we are indeed dealing with a bifurcated
H-bonded system would require high-resolution data;

FIGURE 6. Suggested symbols for indicating tertiary interactions and other three-dimensional structural features in two-
dimensional representations of RNA structures+

RNA base pair classification and nomenclature 507
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Experimental validation (qualitative)

Same as low [L] limit of Hill’s equation

Reads are taken at 3 concentrations (32mM, 64mM, 125mM).

Normalisation is independent of concentration by construction to avoid 
biases (e.g. different number of cycles or other technical differences)

log R̃(C) = α + β log (C/[M])

R̃i(C) =
Ri(C)

∑i Ri(C)
× C

log
1

1 + ( KA

[L] )
n ≈ α + n log[L]

𝛽>1 means superlinear 
(wrt average)



Partial summary

New method for grand-canonical averaging 
combining simulations at fixed number of 
particles

Smooth concentration-dependent curves and 
rigorous error analysis

At relevant reagent concentration, we predict 
non-linear effect. Non-linearity due to 
cooperative binding.

l
Calonaci et al, arXiv (2022)

Perspective: combine experiments at different 
concentration to search for typical patterns
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Figure 4. Free-energy surface (FES) and SAXS spectra from the enhanced-sampling MD simulation. The FES is shown as a function of the biased collective
variables, namely the ratio between peak (q=0.1 Å�1) and shoulder (q=0.2 Å�1) of the pure-solute SAXS spectrum in the Kratky form, and a variable (Diff)
estimating the degree of formation of tertiary contacts in the RNA molecule (see the methods section for its definition). The star indicates the crystal structure,
from which the simulation was initiated. For representative regions of the FES (dashed rectangles), the corresponding SAXS spectra are shown (panels indicated
by the dashed arrows). Specifically, both the average spectrum computed from the pure solute (RNA only) and from the whole system (RNA and solvent) are
displayed in orange and sky-blue, respectively. The corresponding frame-by-frame spectra are also reported as light orange and light sky-blue shades. From left to
right panels, their root-mean-square deviations from the corresponding averages are 0.01, 0.07, 0.14 for the pure solute and 0.03, 0.06, 0.12 for the whole system,
in the displayed units. For each region, a representative structure of GAC is shown, color coded consistently with Figure 2.

was significantly larger (about 42%) when the refinement was
done using K+ experimental data (Figure 5, upper and lower
left panels, respectively). It is important to notice that this
reweighting stage resulted in very low Kish sizes (68, 70)
(15.9 and 2.9 for Mg2+ and K+, respectively, to be compared
with 36000 structures used in the analysis), indicating that
only a very limited number of structures contributed to the
final spectrum. This is reflected in a high statistical error
for the final spectrum, as it can be appreciated in Fig. 5,
especially when using K+ experimental data. This effect can
be ascribed to a limited sampling of more extended GAC
conformations in the enhanced sampling simulations. In order
to quantify our confidence in the population of extended
structures in absence of Mg2+, its statistical error was
computed by enforcing agreement with experiments at every
bootstrap iteration (see Methods). The resulting error was
16%, indicating that if the predicted compact and extended
structures and the back-calculation of the SAXS spectra are
assumed to be correct, their population can be determined
with a relatively low error given the experimental spectra.
The corresponding reweighted SAXS spectra were compatible
with the experimental reference for Mg2+ and K+ (Figure 5,
upper and lower right panels, respectively). As expected based
on the low Kish size, the agreement was poorer for the case of
K+. Nevertheless, the predicted R⇤

g values were in agreement
with the experimental ones (compare green and gray values in
the right panels of Figure 5).

We also tested if adding a rigid shift to the experimental data
could increase the Kish size or result in a Guinier radius in
better agreement with experiment (71). The analysis suggests
that no shift is necessary (see Figure S11).

DISCUSSION
In this work we use atomistic molecular dynamics
simulations, coupled with enhanced sampling methods,
to generate a conformational ensemble for GAC RNA.
The resulting ensemble is then reweighted so as to enforce
agreement with recently published SAXS data (37). SAXS
spectra are back-calculated comparing approaches that
include solvent effects to a different extent.

Figure 5. Probability distribution of R⇤
g and SAXS spectra from the

ensembles reweighted to match Mg2+ experimental data (top panels) and K+

experimental data (bottom panels). In the left panels, R⇤
g is computed through

a Guinier fit on the SAXS spectra of the original (prior) ensemble (dashed
lines) and of the reweighted (posterior) ensemble (solid lines). Results for
both the pure solute (orange lines) and the whole system (green lines) are
shown. Note that both solid lines are based on the same reweighted ensemble,
i.e. the one matching experiments and SAXS spectra computed including the
solvent. In the right panels, the SAXS spectra from the reweighted ensembles
are shown in the Kratky form and also reported are the corresponding R⇤

g and
the associated statistical error (in green). The statistical errors for selected q
values of the spectra are displayed as error bars. The reference experimental
value for R⇤

g , which was computed from the experimental SAXS spectra (in
light gray and violet for Mg2+ and K+, respectively), is also reported in gray
for comparison.

The introduced approach combines two crucial ingredients,
namely conformational dynamics and solvent effects.
The former is enhanced by using replica exchange and
metadynamics acting on a proxy of the SAXS intensities,
so as to encourage the exploration of extended structures.
The latter is achieved by using an accurate a posteriori

calculation of the spectra, where the presence of the solvent
is explicitly modeled (18), in conjunction with the maximum
entropy principle. The approach is summarized in Fig. 1.
We note here that all the steps involved in the procedure are
conducted through freely available software. When enforcing

GAC-RNA ensembles from MD and 
SAXS data#

Cooperative effects in chemical probing 
experiments*
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