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• PDFs on the Lattice 
• The PDF revolution - LaMET and Quasi-PDFs, Short 

Distance Factorization and Pseudo-PDFs,… 
• Control over systematic uncertainties - confront and 

further experiment 
• State-of-the-art isovector calculations 
• The role of gluons (and sea quarks) 
• Future - LQCD + Expt 
• Future - 3D Structure



• Continuum Euclidean space time 
replaced by four-dimensional lattice, or 
grid, of “spacing” a 
• Gauge fields are represented at SU(3) 
matrices on the links of the lattice - work 
with the elements rather than algebra

Quarks ψ, ψ are Grassmann 
Variables, associated with the sites of 
the lattice

Lattice QCD

Uµ(n) = eiaT
aAa

µ(n)

Work in a finite 4D space-time 
volume 
– Volume V sufficiently big to 

contain, e.g. proton + pion effects 
– Spacing a sufficiently fine to 

resolve its structure

V ' (6 fm)4

a  0.1fm



Rich Menu of calculations….Recent progress on nucleon form factors Dalibor Djukanovic

Figure 4: Compilation of the isovector electric Sachs form factor for physical pion mass ensembles, where
Kelly denotes the parametrization from [52], and the lattice data are taken from Ref. [31] blue circles
(PNDME20), Ref. [28] orange upwards triangles (Mainz21), Ref. [53] green diamonds (ETMC18) and
Ref. [54] red downward triangles (PACS18).

Besides the excited-state contributions one major source of uncertainty is due to discretization
and the finite size of the simulated boxes. A controlled extrapolation to the continuum and infinite
volume has to be performed. Another immediate consequence of the discretization is that momenta
are not continuous. When we are interested in the &2 dependence of the form factors, or quantities
defined via the slope (at vanishing momentum), an interpolation of the simulated points is needed.
This is also true in the continuum when one has to fit the available experimental data. It is natural
to use the same approaches as in experiments, and indeed most analysis adopted multiple strategies
ranging from historically motivated fit forms like dipole, or Padé fits, model-independent approaches
like z-expansion [49] or e�ective field theory approaches using chiral perturbation theory results
(e.g. [50]). Some observables may depend strongly on the actual fit form used, e.g. the dipole fits,
being the least flexible, usually tend to give the smallest error. However in [51] the dipole was found
to potentially su�er from a large bias if the true model is in fact not of dipole form. Most recent
lattice studies quote results for the z-expansion. To be more specific the dipole or z-expansion [49]
is given by
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where Ccut is the branch cut for the respective form factor and C0 is a free parameter corresponding
to the point in C that maps onto I = 0. The dipole is motivated mostly by its simplicity and
phenomenological success, whereas the I-expansion is based on a conformal mapping, constructed
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Figure 1. Data for hxiu�d, renormalized in the MS scheme at µ = 2 GeV, for all nine ensembles. The blue band in
the left panel shows the CC fit result evaluated at M⇡ = 135 MeV and plotted versus a, while in the right panel it
shows the result versus M2

⇡ evaluated at a = 0.

Figure 2. Data for hxi�u��d, renormalized in the MS scheme at µ = 2 GeV, for all nine ensembles plotted as a
function of a (left panel) and M2

⇡ (right panel). The rest is the same as in Fig. 1.

Figure 3. Data for hxi�u��d, renormalized in the MS scheme at µ = 2 GeV, for all nine ensembles plotted as a
function of a (left panel) and M2

⇡ (right panel). The rest is the same as in Fig. 1.
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Momentum and spin fractions of nucleon

S.Mondal et al., Phys. Rev. D 102, 054512 (2020)in Ref. (18). The RQCD (37) and NME (36) collaborations have the most mature analyses
with several ensembles that probe a range of systematic e�ects. These computations each
have their own methods for addressing the excited state contamination discussed in Sec-
tion 3.3, which successfully restore the GGT relation. RQCD modify the parameterization
used to fit the correlation function to better constrain the expected shape of excited state
contamination from the Nfi states based upon expectations from ‰PT (105). NME test a
variety of Bayesian fits to constrain the excited state contributions, where their preferred
fit enforces a tight prior on the nucleon-pion state at the energy expected from a naive
dispersion relation. Because these two results are based on several ensembles, their fits are
parameterized and plotted as bands rather than as scatter points to distinguish them from
estimates on single ensembles.
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Figure 3: Published results for the axial form factor at the physical pion mass obtained
from LQCD, compared with the deuterium extraction from Ref. (18). Results taken from
only a single ensemble are plotted as scatter points. These single-ensemble results will
have small but unknown corrections due to chiral, continuum, and finite volume systematic
shifts. The NME (36) and RQCD (37) results are both obtained from fits to several en-
sembles. The RQCD perform the full chiral-continuum and finite volume extrapolations to
the data, fitting to each of the form factors independently for each ensemble but providing
the constraint that the form factors must satisfy the GGT relation in the continuum. The
NME collaboration also performed a chiral-continuum and finite volume extrapolation on
their data, but their results are based a fit to their five largest volume ensembles neglect-
ing e�ects from lattice spacing, finite volume, and pion mass. The plotted NME result is
obtained by inflating the uncertainty on gA and b0 in Equation 55 of Ref. (36) by a factor
of 3 to account for possible variation due to lattice spacing and quark mass.

The ETMC (34), LHPC (110), PACS (42, 43, 111), and CalLat (46) results have just a
few ensembles, so scatter points obtained from fitting are shown rather than the form factor
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Axial-vector form factors - neutrino 
program

A.S. Meyer, A. Walker-Loud, C.Wilkinson, 
arXiv:2201.01839

Each characterized by matrix element of local 
operator  calculable on Euclidean lattice.→

PDFs, GPDs, TMDs?



• You can’t place a chiral gauge theory on a discretized  lattice

A history of lattice QCD through no-go theorems

Domain-wall Fermions:  D.Kaplan, Phys.Lett.B 288 (1992) 342 
Overlap Fermions:  R.Narayanan, H.Neuberger, Nucl.Phys.B 443 (1995) 305

• You can’t investigate scattering on a Euclidean lattice 
“Luscher’s Method”:  M.Luscher, Nucl.Phys.B 354 (1991) 531 
See David Wilson, Tuesday and many parallel talks

• You can’t compute matrix elements of light-cone operators on a Euclidean lattice 
LaMET: X.Ji, Phys.Rev.Lett. 110 (2013) 262002

Transformed our ability to exploit internal structure of hadrons

Theorems did 
not fall - we 
found way to 
drive around 
them



Hadron Structure: No-go Theorem?
• First Challenge: 

– Euclidean lattice precludes calculation of light-cone/time-separated 
correlation functions

q(x, µ) =

Z
d⇠�

4⇡
e�ix⇠�P+

hP |  ̄(⇠�)�+e�ig
R ⇠�
0 d⌘�A+(⌘�) (0) | P i

So…. …Use Operator-Product-Expansion to formulate in terms of 
Mellin Moments with respect to Bjorken x.

hP |  ̄�µ1(�5)Dµ2 . . . Dµn | P i ! Pµ1 . . . Pµna
(n)

• Second Challenge: 
– Discretised lattice: power-divergent mixing for higher moments

Moment Methods 
– Extended operators: Z.Davoudi and M. Savage, PRD 86,054505 

(2012) 
– Valence heavy quark: W.Detmold and W.Lin, PRD73, 014501 (2006)

Recent work by ETMC/HOPE

PDFs, GPDs, TMDs



PDFs from Euclidean Lattice

z 

x,y 
 

Large P 

Large-Momentum Effective Theory (LaMET)

X. Ji, Phys. Rev. Lett. 110, 262002 (2013). 
X. Ji, J. Zhang, and Y. Zhao,  Phys. Rev. Lett. 111, 112002 (2013). 
J. W. Qiu and Y. Q. Ma, arXiv:1404.686.

“Equal time” correlator

q(x, µ2, P z) =

Z
dz

4⇡
eizk

z

hP |  ̄(z)�ze�ig
R z
0 dz0 Az(z0) (0) | P >

+O((⇤2/(P z)2),M2/(P z)2))

q(x, µ2, P z) =

Z 1

x

dy

y
Z

✓
x

y
,
µ

P z

◆
q(y, µ2) +O(⇤2/(P z)2,M2/(P z)2)

“quasi-PDF Approach”



GLCS pPDF

qPDF
Same lattice 
building 
blocks

All approaches should give 
same after: 

– Finite volume 
– Discretization 

Uncertainties 
– Infinite momentum

PDFs, GPDs and TMDs

X. Ji, Phys. Rev. Lett. 110, 262002 (2013). 
X. Ji, J. Zhang, and Y. Zhao,  Phys. Rev. Lett. 111, 112002 (2013). 
J. W. Qiu and Y. Q. Ma, arXiv:1404.686.

A.Radyushkin, Phys. Rev. D 
96, 034025 (2017)

Ma and Qiu, Phys. Rev. Lett. 120 022003

Light cone reduces to a 
point

Characterized by short-
distance factorization



Pseudo-PDFs

• Pseudo-PDF (pPDF) recognizing generalization 
of PDFs in terms of Ioffe Time. ⌫ = p · z

A.Radyushkin, Phys. Rev. D 96, 034025 (2017)

B.Ioffe, PL39B, 123 (1969); V.Braun 
et al, PRD51, 6036 (1995)

M↵(p, z) = hp |  ̄�↵U(z; 0) (0) | pi
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p = (p+, m2 /2p+,0T) z = (0,z−,0T)

M↵(z, p) = 2p↵M(⌫, z2) + 2z↵N (⌫, z2)
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⟹
Ioffe-time pseudo-Distribution (pseudo-ITD) generalization to space-like z

z

�

Tf T0

⌦Wilson line

Lattice “building blocks” that of quasi-PDF approach.
X. Ji, Phys. Rev. Lett. 110, 262002 (2013). 
X. Ji, J. Zhang, and Y. Zhao,  Phys. Rev. Lett. 111, 112002 (2013). 
J. W. Qiu and Y. Q. Ma, arXiv:1404.686.



Pseudo-PDFs
To deal with UV divergences, introduce reduced distribution 

𝔐 =
ℳ(ν, z2)
ℳ(0,z2)

≡ ( ℳ(ν, z2)
ℳ(ν,0) )/( ℳ(0,z2)

ℳ(0,0) )

M(⌫, z2) =

Z 1

0
duK(u, z2µ2,↵s)Q(u⌫, µ2)
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Perturbatively calculableComputed on lattice Ioffe-time Distribution
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Match data at different z
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Inverse problem

Need data for all ν, or 
additional physics input

K. Orginos et al., 
PRD96 (2017), 
094503

ITD  PDF↔



Ioffe-Time Distribution to PDF

To extract PDF requires additional information - use a phenomenologically 
motivated parametrization
f (x) = xa(1 − x)bP(x)

P(x) =
1 + c x + dx

B(a + a, b + 1) + cB(a + 1.5,b + 1) + dB(a + 2,b + 1)

MSTW, CJ

J.Karpie, K.Orginos, A.Radyushkin, S.Zafeiropoulos, Phys.Rev.D 96 (2017)

B.Joo et al., HEP 12 (2019) 081, J.Karpie et al., Phys.Rev.Lett. 125 (2020) 23, 232003
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167168 The even and odd moments can be determined from the
169 coefficients of polynomials which are fit to the real and
170 imaginary components, respectively. The order of the
171 polynomial is chosen to minimize the χ2=DOF for each
172 z2 separately. As an example, the first and second moments
173 calculated on the ensemble a091m170 are shown in Fig. 2.
174 The z2 dependence of the resulting PDF moments can be
175 used to check for the size of higher-twist effects, which do
176 not seem significant.
177 Matching to MS.—As in Ref. [46], the reduced pseudo-
178 ITD from each ensemble is matched to the light-cone MS
179 ITD at a given scale μ by inverting Eq. (4). As a result, we
180 obtain a set of z2-independent curves for Qðν; μ2Þ at μ ¼
181 2 GeV [shown in Fig. 3(a)].
182 As seen in the moments, the matching procedure has a
183 small Oðαs=πÞ ∼ 0.1 effect on the distribution. The con-
184 tributions from the convolution of B and Lwith the reduced
185 pseudo-ITD appear with opposite signs. The convolution
186 with L is slightly larger in magnitude, but by a factor which
187 is approximately the same as the logarithmic coefficient of
188 B. This feature may just be a coincidence at NLO, but it
189 hints that higher-order corrections may also be small. An
190 NNLO or nonperturbative matching is required to check the
191 effects of the perturbative truncation on the matching.
192 Determination of the PDF.—The inversion of the Fourier
193 transform defining the ITD, given a finite amount of data,
194 constitutes an ill-posed problem which can be resolved
195 only by including additional information. As was shown in
196 Ref. [45], the direct inverse Fourier transform can lead to
197 numerical artifacts, such as artificial oscillations in the
198 resulting PDF. Many techniques have been proposed to
199 accurately calculate PDFs from lattice data [21,28,45,61].
200 This issue also occurs in the determination of the PDF from
201 experimental data.
202 As was done in Ref. [46], the approach which is used
203 here (and is common among phenomenological determi-
204 nations) is to include information in the form of a model-
205 dependent PDF parametrization. The parametrization used
206 here is

qvðxÞ ¼
1

N
xað1 − xÞbð1þ c

ffiffiffi
x

p
þ dxÞ; ð13Þ

207208 where N normalizes the PDF. The fits to this form, together
209 with the bands representing the statistical errors on the fit,
210 are shown in Fig. 3(b). In a future work, we will attempt to
211 study the dependence on the choice of functional forms.
212 The results of these fits are largely consistent with each
213 other. The heaviest pion mass PDF has a notably larger
214 statistical error than the others. This effect is due to a larger

215variance in the highly correlated c and d parameters. In the
216lighter two pion masses, the correlation between these
217parameters appears to be stronger, leading to a smaller
218statistical error in the resulting PDFs.
219Extrapolation to the physical pion mass.—In order to
220determine the valence PDF for the physical pion mass, our
221results must be extrapolated to 135 MeV. To do this, the
222central values of these curves are extrapolated and the
223errors are propagated. We have performed the extrapolation
224including and excluding the statistically noisy result from
225the heaviest pion ensemble. When using all three ensem-
226bles, we extrapolate the results using the form

qvðx; μ2; mπÞ ¼ qvðx; μ2; m0Þ þ aΔmπ þ bΔm2
π; ð14Þ

(a)

(b)

F3:1FIG. 3. (a) The MS ITD matched to 2 GeV from the reduced
F3:2pseudo-ITD results calculated at 358, 278, and 172. (b) The
F3:3nucleon valence distribution obtained from fitting the ITD to the
F3:4form in Eq. (13) from each of those ensembles.
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ID a(fm) M⇡(MeV) � cSW aml ams L3 ⇥ T Ncfg

a094m360 0.094(1) 358(3) 6.3 1.20536588 -0.2350 -0.2050 323 ⇥ 64 417
a094m280 0.094(1) 278(3) 6.3 1.20536588 -0.2390 -0.2050 323 ⇥ 64 500
a091m170 0.091(1) 172(6) 6.3 1.20536588 -0.2416 -0.2050 643 ⇥ 128 175

TABLE I. Parameters for the lattices generated by the JLab/W&M collaboration using 2+1 flavors of stout-smeared clover Wilson

fermions and a tree-level tadpole-improved Symanzik gauge action. More details about these ensembles can be found in [53].
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FIG. 1. The reduced pseudo-ITD calculated on ensembles
with 358 MeV, 278 MeV, and 172 MeV pion masses. The up-
per and lower plots are the real and imaginary component re-
spectively. There appears to be very small mass e↵ects within
this range of ⌫ and z2.

are the moments of the Altarelli-Parisi kernel, and
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The even and odd moments can be determined from the
coe�cients of polynomials which are fit to the real and
imaginary components respectively. The order of the
polynomial is chosen to minimize the �

2/d.o.f. for each
z
2 separately. As an example, the first and second mo-

ments calculated on the ensemble a091m170 are shown
in Fig. 2. The z

2 dependence of the resulting PDF mo-
ments can be used to check for the size of higher twist
e↵ects, which do not seem significant.

Matching to MS.— Similarly to Ref. [46], the reduced
pseudo-ITD from each ensemble is matched to the light-
cone MS ITD at a given scale µ by inverting Eq. (4).
As a result, we obtain a set of z2-independent curves for
Q(⌫, µ2) at µ = 2 GeV, shown in Fig. 3a.
As seen in the moments, the matching procedure has

a small O(↵s/⇡) ⇠ 0.1 e↵ect on the distribution. The
contributions from the convolution of B and L with the
reduced pseudo-ITD appear with opposite signs. The
convolution with L is slightly larger in magnitude, but
by a factor which is approximately the same as the log-
arithmic coe�cient of B. This feature may just be a
coincidence at NLO, but it hints that higher order correc-
tions may also be small. An NNLO or non-perturbative
matching is required to check the e↵ects of the perturba-
tive truncation on the matching.

Determination of the PDF.— The inversion of the
Fourier transform defining the ITD, given a finite amount
of data, constitutes an ill-posed problem which can only
be resolved by including additional information. As
was shown in [45], the direct inverse Fourier transform
can lead to numerical artifacts, such as artificial os-
cillations in the resulting PDF. Many techniques have
been proposed to accurately calculate PDFs from lattice
data [21, 28, 45, 60]. This issue also occurs in the deter-
mination of the PDF from experimental data.
As was done in Ref. [46], the approach which is used

here (and is common amongst phenomenological determi-
nations) is to include information in the form of a model-
dependent PDF parameterization. The parameterization



Challenges of Higher Momenta

13

Boosted interpolating operators

Bali et al., Phys. Rev. D 93, 094515 (2016)

Achieving high momenta in a lattice calculation presents several challenges 
– Discretization errors 
– “Compression” of energy spectrum as spatial momentum increased 
– Reduced symmetries for states in motion - parities are mixed, helicity defines the basis 
– Poor overlaps of e.g. Jacobi smearing on states in motion - poor signal-to-noise ratio.

Neat solution

Now essentially ubiquitous

Can we combine momentum smearing with 
distillation to address some of the other issues?

N.B Bali et al does indeed suggest application to distillation. 

Look at 
– Nucleon energies and dispersion relation 
– Nucleon charges

Both LaMET and pseudo-PDF require high momentum and fine resolution!



Distillation and Hadron Structure

z

�

Tf T0

⌦

To control systematic uncertainties, need precise computations over a 
wide range of momentum. 

– Use a low-mode projector to capture states of interest 
“distillation” 

– Enables momentum projection at each temporal point.
M.Peardon et al (Hadspec), Phys.Rev.D 80 (2009) 054506

Momentum projection

Variational basis

+ momentum 
smearing

G.Bali et al, Phys.Rev.D 
93 (2016) 9, 094515

C.Egerer et al (Hadstruc), Phys. Rev. 
D 103, 034502 (2021)



Isovector PDF using Distillation

C.Egerer et al. (hadstruc), JHEP 11 (2021) 148
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Expand the x-dependence in terms of (shifted) Jacobi Polynomials

Matching kernel
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DGLAP Evolution
• Data demonstrate “precious scaling”…

0 2 4 6 8 10 12 14 16
z/a

°0.4

°0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Æ
( z

/a
)

z = 1

z = 2

z = 3

z = 4

z = 5

z = 6

z = 7

z = 8

z = 9

z = 10

z = 11

z = 12

z = 13

z = 14

z = 15

z = 16

Insensitive



Continuum limit of PDFs from pseudo-distributions on the lattice Manjunath Bhat

Figure 6: Comparison of lattice-extracted PDFs with the corresponding NNPDFs (3.1, NNLO [53]) for: !!

(top left), !!2" = !! + 2!̄ (top right), ! = !! + !̄ (bottom left), !" = !̄ (bottom right).
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Quasi-PDFs/LaMET
Liberally interpreted!
Construction of a rigorous framework to extract GPDs from first-principles lattice 
calculation essential to precision we proposed.
Two important works on LaMET framework.

Control uncertainty due to linear divergence of Wilson line - leading twist-3 correction.  Resummation of infrared-
renormalon series. 

6

�C
LRR(⇠, µ, pz, ⌧) = Nmµ

⇢
e�✏mzspz(1 + ✏mzs + ✏2mz2s)

✏2m⇡
+

1

⇡

✓
e�✏mzszs(sin[⇠̄zspz])

⇠̄
(17)

+
e�✏mzspz

(✏2m + p2z ⇠̄
2)2

�
(✏2m � ⇠̄2p2z + ✏3mzs + ✏mp2z ⇠̄

2zs) cos[⇠̄zspz]� ⇠̄pz(2✏m + ⇠̄2p2zzs + ✏2mzs) sin[⇠̄zspz]
�◆�

+

.

where we have used

⇠ = x/y, ⇠̄ ⌘ 1� ⇠, pz = yPz, (18)

for simplicity, and a plus function

[f(x)]+ = f(x)� �(1� x)

Z 1

0
f(⌫)d⌫ (19)

to compensate a neglected �(1�⇠) term in this correction.
Testing with some di↵erent ✏m 2 [20, 100] MeV, we find
the results are consistent and stable.

We then apply the leading-renormalon resummed
matching coe�cients and the corresponding m0 to the
analysis of the pion PDF lattice data [13], with results
shown in Fig. 3. The results from fixed-order perturba-
tion theory from Fig. 1 are shown again for comparison.
Them0(⌧) used in calculating the blue (red) band is from
the bottom plot in Fig. 2. The error bands are obtained
by varying the starting point of the RG evolution in both
m0(⌧) extraction and perturbative matching. The results
show much reduced error bands from LRR because of the
much smaller uncertainty in m0(⌧). Interestingly, the
NNLO+RGR+LRR result suggests a even smaller error
after matching, because the scale variation in the RGR
matching cancels most of the corresponding m0 di↵er-
ence in coordinate space. Moreover, the consistency in
x > 0.2 between NLO and NNLO suggests good conver-
gence of the perturbation theory after LRR, the same as
our observation in coordinate space.

FIG. 3: The e↵ect of leading-renormalon resummation (the

red and blue band) on the pion PDF, compared with fixed-

order results in the background.

In conclusion, we made a first systematic study of the
leading power accuracy in LaMET calculations of PDFs
and suggested an approach to make practical progress.
We show the importance to define the renormalization
scheme for the linear divergence consistently in the renor-
malization and the perturbative matching. To achieve
that, we resum the leading IRR in the the perturbative
Wilson coe�cients. The leading IRR is universal in all
orders of Wilson coe�cients. Thus after renormaliza-
tion in the same scheme, the P z = 0 lattice correlators
are also consistent with perturbative results up to lin-
ear accuracy. Then P z > 0 PDF extraction allows the
same level of precision, provided a perturbative match-
ing in the same scheme is applied. An application to the
pion PDF shows that our approach significantly reduces
the uncertainty from linear corrections. This is a neces-
sary step towards the future high-precision calculation of
PDFs on lattice.
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⇤QCD/2xPz

Pion PDF

Vastly improved fidelity at intermediate x

R. Zhang et al, Phys.Lett.B 844 (2023) 138081

Improved control at accessible Pz
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where � = zPz. Then we do a Fourier transforma-
tion on the hybrid renormalized matrix element based
on Eq. (4), where we use the extrapolation after � =
9. The above form comes from the asymptotic be-
havior of PDF near the end point region xa(1 � x)b.
We Fourier transform it and obtain the coordinate
space distribution. At large �, we obtain the formh

c1
|�|d1 cos

�
⇡d1
2

�
+ c2

|�|d2 cos
�
|�|� ⇡d2

2

�i
. Since it is a form

for quasi-PDF with finite Pz, there may be a mass gap so

we can introduce an exponential decay e�
|�|
�0 in the form.

B. LaMET Result with RG-Resummation to NLO
and NNLO

In this section, we perform RGR matching based on
the method in Appendix D.

FIG. 4. Pion valence PDFs calculated with fixed-order match-
ing kernel (dashed) and RGR matching (solid, blue and
red). The black curve shows the absolute di↵erence between
NNLO+RGR and NLO+RGR PDFs. The lattice data is at
Pz = 1.9 GeV and a = 0.04 fm. The bands show the uncer-
tainty from varying c0 = 0.8 ⇠ 1.2.

The RGR matched PDFs for Pz = 1.9 GeV are shown
in Fig. 4, in comparison with fixed-order matched PDFs.
In the large 2xPz region (e.g. 2xPz > 2.7 GeV), there
are no qualitative di↵erences between RGR and fixed or-
der matched PDFs in this case. The reason is that the
physical scale 2xPz for Pz = 1.9 GeV at large x re-
gion is close to the PDF scale µ = 2 GeV we choose
in the matching, where the resummed logs are not very
large. However, if we have much larger momenta (e.g.
Pz = 10 GeV), we would expect to observe the resum-
mation e↵ects in the large x region. In the moderate
2xPz region (e.g. 1.5 GeV < 2xPz < 2.7 GeV), RGR
matched and fixed-order matched PDFs are consistent

NLO+RGR(Pz=1.9GeV)

NNLO+RGR(Pz=1.9GeV)

NLO+RGR(Pz=2.4GeV)

NNLO+RGR(Pz=2.4GeV)

NNLO+RGR - NLO+RGR(Pz=1.9GeV)

NNLO+RGR - NLO+RGR(Pz=2.4GeV)
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,�
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)

FIG. 5. Comparison between pion valence PDFs calcu-
lated with RGR matching at Pz = 1.9 GeV (blue and red)
and 2.4 GeV (orange and green). The black and purple
curves show the absolute di↵erence between NNLO+RGR
and NLO+RGR PDFs for Pz = 1.9 GeV and Pz = 2.4 GeV
respectively. The bands show the uncertainty from varying
c0 = 0.8 ⇠ 1.2. Better convergence is seen at larger momen-
tum.

with each other, which indicates that fixed-order pertur-
bative matching works well. In the intermediate region
(e.g. 0.7 GeV < 2xPz < 1.5 GeV), resummation e↵ects
start to become important and improve the accuracy of
the theoretical prediction. At small 2xPz (e.g. 2xPz <
0.7 GeV), the e↵ective coupling ↵s(2xPz) becomes too
large to be perturbative, and there are large discrep-
ancies between RGR matched and fixed-order matched
PDFs. There is also a large discrepancy between the
NLO+RGR PDF and the NNLO+RGR PDF, indicating
higher-order e↵ects are not negligible. Therefore, the re-
summation of the large logarithms makes clear the break-
down of the perturbative matching at small 2xPz (e.g.
2xPz < 0.7 GeV), where higher-twist e↵ects are also un-
manageable.

The perturbative matching breaks down for x <
0.7 GeV

2Pz
in the consideration of perturbative convergence.

So with the availability of larger Pz we will be able to re-
liably extract light-cone PDFs at smaller x. We further
compare RGR matched PDFs for di↵erent Pz in Fig. 5.
As expected, the discrepancy between the NNLO+RGR
PDF and the NLO+RGR PDF in the small x region
(e.g. x < 0.16) is smaller for Pz = 2.4 GeV than that for
Pz = 1.9 GeV. Obviously, the convergence of perturba-
tive matching at small x can be improved systematically
if we increase the hadron momentum.

As shown in Fig. 6, the relative error caused by varying
c0 for NNLO+RGR is smaller than that for NLO+RGR
in the intermediate or moderate x region (e.g. 0.6 GeV <
2xPz < 2.8 GeV). Because the e↵ect of varying c0

is a higher ↵s order e↵ect and the ↵s(2xPz) is small
in the intermediate- or moderate-x region, we expect
to get a smaller truncation error as the order of the
perturbation series increases. On the other hand, for

Natural scale of quark (or gluon) is pz = xPz

Resum terms of type lnn pz /μ
Pion PDF

Y. Su et al., Nucl.Phys.B 991 (2023) 116201



Transversity + Helicity

Phys.Rev.D 105 (2022) 3, 034507, Hadstruc Collaboration, (C.Egerer et al).
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h(x, µ) =
R1
�1

d⌫
2⇡ e

�ix⌫I(⌫, µ)
In contrast to unpolarized PDF, there is no conserved current - so express in 
terms of the (renormalized) tensor charge.



Transversity Distribution

Isospin symmetric



Valence quark helicity distribution, 
together with contamination terms

CP-odd helicity distribution, together with 
contamination terms

Small NS anti-quark helicity

Helicity Distribution



Unpolarized and Polarized 
Gluon

“Understanding the Glue That 
Binds Us All: The Next QCD 
Frontier in Nuclear Physics”



Gluon Contribution to unpolarized PDF

Tf T0
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Mµ↵;��(z, p) ⌘ hp|Gµ↵(z)W [z, 0]G��(0) |pi
T.Khan et al. (Hadstruc), hys.Rev.D 104 (2021) 9, 094516
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Og(z) = Gji(z)U(z, 0)Gij(0)U(0, z)� Gti(z)U(z, 0)Git(0)U(0, z).

“disconnected”

Two-point functions as in isovector case

Flavor-singlet quantities are subject to severe signal-to-noise problems compared with 
isovector measures: 

– Use distillation and many more measurements per configuration - sampling of lattice 
– Use of summed Generalized Eigenvalue Problem (sGEVP) - better control over 

excited state contributions 
– Use of Gradient Flow - smoothing of short-distance fluctuations 

Reduced matrix element:
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M(⌫, z2) =

 
M(⌫, z2)

M(⌫, 0)|z=0

!
/

 
M(0, z2)|p=0

M(0, 0)|p=0,z=0

!

c.f. Z.Fan, H-W-Lin, arXiv:2104.06372,arXiv:2007.16113



ITD to PDF

Implementation for obtaining the PDFs follows that of the isovector distribution 
– Expand in Jacobi Polynomials

xα(1 − x)β

+Jα,β
1

+a / ∣ z ∣

Matching:
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M(⌫, z2) =
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Ig(0, µ2)
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Ig(0, µ2)

(
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✓
z2µ2e2�E

4

◆
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u+ ln(ū)

ū

�

+

+
2

3

h
1�u3

i

+

)
I.Balitsky,W.Morris,A.Radyushkin,Phys.Lett.B 808 (2020) 135621

N.B neglecting quark-gluon mixing



Require normalization of xg(x)
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hxiMS
g (µ = 2GeV) = 0.427(92)

C.Alexandrou et al., Phys. Rev. Lett. 119, 142002 (2017)
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Figure 2: (Left) Examples of the RpITDs M reconstructed bands from fits in Eq. 8
for a09m310 (blue points and light blue band), a12m220 (green) lattice ensembles.
(Right) All data compared to the continuum extrapolation at the physical pion mass
for O(a) (dashed band) and O(a2) (solid band). Open symbols indicate the data for
the heavier quark mass of the ensembles with the same closed symbol.

expressed in Eq. 8 with the solid band, along with the same fit form with the a
2

dependence replaced by a for comparison in the dashed band. We see that our fit
follows the data closely over the range of the plot. The O(a) extrapolation has a
similar mean value but larger error. Moving forward, we use the a

2 fit.

3.2 Gluon PDF Results

Using the physical-continuum extrapolated RpITD, we can extract the gluon PDF
using the pseudo-PDF matching condition [28]

M (⌫, z2) =

Z 1

0

dx
xg(x, µ2)

hxig
Rgg(x⌫, z

2
µ
2), (9)

where µ is the renormalization scale in the MS scheme and hxig =
R 1

0 dx xg(x, µ2)
is the gluon momentum fraction of the nucleon. Rgg is the gluon-in-gluon matching
kernel described in Ref. [28] and used in several other studies on the gluon PDF from
lattice QCD [34–37]. We ignore the quark contributions, based on past study from
our group showing that they are small [36].

We obtain g(x, µ2)/hxig by fitting the RpITD through the condition in Eq. 9 using
a fit form commonly used in global analyses:

fg(x, µ) =
xg(x, µ)

hxig(µ)
=

x
A(1� x)C

B(A+ 1, C + 1)
, (10)

for x 2 [0, 1] and zero elsewhere The beta function B(A+1, C+1) =
R 1

0 dx x
A(1�x)C

is used to normalize PDF properly. Not shown here, we also considered a three-

4

W.Good, Z.Fan, H.-W. Lin, arXiv:06916 Continuum limit/physical extrapolation

Gluon momentum fraction on same lattice

See also ETMC



Gluon Helicity Distribution
• Crucial questions in global analysis - do we need to 

apply positivity constraint:
∣ Δg(x) ∣ ≤ g(x)∀x

Relaxing constraint leads to new “replicas” in global analysis:

Q
2 = 10 GeV2

0.01 0.1 0.5

x

�0.4

�0.2

0.0

0.2

0.4

x
�

g

SU(2) SU(3) SU(3)+pos

FIG. 7. Monte Carlo replicas for the spin-dependent gluon PDF x�g at Q2 = 10 GeV2 fitted

under various theory assumptions according to the SU(2) (yellow lines), SU(3) (blue lines) and

SU(3)+positivity (red lines) scenarios, with 300 replicas randomly selected from the total of 723,

647 and 639 for the three scenarios, respectively. The vertical lines indicate the range of parton

momentum fractions x constrained by data.

as well as with small negative �g values, which would generally produce very small ALL

values, in contradiction with the data in Fig. 5. While the numbers of negative solutions

found in the SU(2) and SU(3) scenarios are relatively smaller than the positive ones, their

ability to describe well the data indicates that at present the negative solutions cannot be

ruled out on phenomenological grounds.

In addition to the scenarios discussed above, we also note that some replicas give unphys-

ical values for the polarized DIS asymmetry at kinematics x & 0.8 and momentum transfer

Q
2

> 50 GeV2 that are outside the currently measured region, but which could be probed at

a future Electron-Ion Collider [71]. After removing these replicas, the result shown in Fig. 6

for the SU(2) scenario indicates that the main e↵ect is observed at high x for the quark

distributions, while the e↵ect on �g is negligible. Similarly for the other two scenarios,

the impact of imposing the observable positivity on ALL outside measured regions is only

24

Zhou, Sato and Melnitchouk, Phys. 
Rev. D 105, 074022 (2022)



16

FIG. 9. The lattice data points represent the reduced Io↵e-time pseudo-distribution, fM(⌫, z2) in the zero flow-time limit
obtained through the subtraction method using p = 0 matrix elements. The lattice data points and the fit bands are normalized
using the gluon momentum fraction, hxig from [17]. Left panel: the red and cyan bands represent the target mass corrected
reduced Io↵e-time pseudo-distribution using the fit of moments in Sec. IVA. Right panel: the blue band is a fit to the subtracted
pseudo-ITD using the functional form in Eq. (20) with a0, a1, b1 as fit parameters and b0 = 0 fixed by construction.

FIG. 10. A comparison between the lattice reduced Io↵e-time pseudo-distribution fM(⌫, z2) in the zero flow-time limit obtained
through the subtraction method using the p = 0 matrix elements, and the gluon helicity ITD constructed from global fits of
PDFs. The lattice data points are the same as in Fig. 9, plotted on a smaller vertical scale for better comparison with the
phenomenological ITD bands. In the left plot, the red band denotes the ITD constructed from the gluon helicity distribution
by the NNPDF collaboration. The green band labeled by eI(+)

p and the cyan band labeled by eI(+/�)
p represent the gluon helicity

ITD determined by the JAM collaboration with and without the positivity constraint on the gluon helicity PDF, respectively.
On the right plot, the gluon helicity ITDs for positive and negative helicity PDFs are compared with the lattice data. The
green band labeled by eI(+)

p and the maroon band labeled by eI(�)
p represent the gluon helicity ITD determined by the JAM

collaboration associated with the positive and negative gluon helicity PDF solutions, respectively.

polarization in the nucleon cannot be properly constrained. In other words, the ITD extracted from the JAM global fit

(labeled by JAM eI(+/�)
p in Fig. 10) may have a similar or even larger magnitude of uncertainty than our lattice QCD

calculation. We show a comparison of the polarized gluon ITDs obtained from global fits and our lattice calculation
in Fig. 10. Most importantly, Fig. 10 shows that the ITD data in the ⌫ . 6 region is primarily controlled by whether
the gluon polarization in the nucleon is positive or negative, according to the JAM analysis.

The positivity constraint on the gluon distributions, namely helicity-aligned and helicity-antialigned both being non-
negative, in the analysis of experimental data in [11] leads to a substantial reduction of the variance of x�g(x) in the
large-x region, as seen in Fig. 6 of [11]. Specifically, the PDFs without the positivity assumption were organized into
a band of solutions with a negative PDF and a band of solutions with a positive PDF. We compare the ITDs resulting
from the two bands with positive and negative x�g(x) to our results in the right panel of Fig. 10. The current
matrix elements, albeit with an unphysical pion mass and finite lattice spacing, are inconsistent within statistical

LQCD Calculation of gluon helicity distribution compared with global 
analyses

C.Egerer et al. (HadStruc), Phys.Rev.D 106 (2022) 9, 094511

LQCD can inform in advance of EIC!

Recall ITD  PDF↔

Caveat!  Mixing with sea quarks not yet included



Lattice QCD + Experiment: Greater than their 
parts



Pion PDF
Pion PDF has high level of uncertainty - no free-pion targets

q⇡v (x) =
x↵(1� x)�(1 + �x)

B(↵+ 1,� + 1) + �B(↵+ 2,� + 1)

<latexit sha1_base64="CaWtdfRxo/ecjGN9jHmFsNdow4o=">AAACWXicdZFLaxsxFIU1kyZ1p4+4ybIbUVOwcWtGJjTOohCSTZcp1EnAGps7ssYWkWZUSRNsBv/JLgqlf6WLaPwobWkvCA7nu1ePo1RLYV0cfw/CvUf7B48bT6Knz56/OGy+PLq2RWkYH7JCFuY2BculyPnQCSf5rTYcVCr5TXp3WfObe26sKPLPbql5omCWi0wwcN6aNDUdRV/GVItJRY3C96v2ooM/YJoZYNViTEHqObTJu0VnTFPuvOzSGSgFeNFZVRftTUOXvF3TLuns8AXesf4vtopoMmm24l4cx4QQXAty+j724uxs0CcDTGrkq4W2dTVpfqXTgpWK545JsHZEYu2SCowTTHK/ZWm5BnYHMz7yMgfFbVKtk1nhN96Z4qwwfuUOr93fJypQ1i5V6jsVuLn9m9Xmv9iodNkgqUSuS8dztjkoKyV2Ba5jxlNhOHNy6QUwI/xdMZuDD9X5z4h8CLuX4v+L636PnPROPvVb54NtHA30Cr1GbUTQKTpHH9EVGiKGvqGfwX5wEPwIg7ARRpvWMNjOHKM/Kjx+AC4tr+Y=</latexit>

Sufian et al., Phys. Rev. D102, 05408 (2020)

T.Izubuchi et al., Phys. Rev. D 100, 034516

J-H Zhang et al., Phys. Rev. D 100, 034505

Ma and Qiu, Phys. Rev. Lett. 120 022003
“Good Lattice Cross Sections”

OS(⇠) = ⇠4Z2
S [ ̄q q](⇠)[ ̄q ](0)

OV 0(⇠) = ⇠2Z2
V 0 [ ̄q⇠ · � q0 ](⇠)[ ̄q0⇠ · � ](0)



Back to expt……..

Can we use LQCD + expt in global analysis: what is the impact?
<latexit sha1_base64="Y3tb5dD3tJ/OLXF5scaEdzqGtvM=">AAAC2nicdVJdb9MwFHXC1wgfK/DIi0WFNKSoSqJpax+QVg0hHldB16G6iVzXab3ZSbAdtMryCw8gxCu/jDd+Bv8AJ+0QILiSpeNzzr3X9vW84kzpKPru+deu37h5a+d2cOfuvfu7nQcPT1VZS0LHpOSlPJtjRTkr6FgzzelZJSkWc04n84vjRp+8p1Kxsnij1xWdCbwsWM4I1o7KOj/QNEC5xMQskGJLga1ZwMvsJXTbd1IbpHFtbfAcbkz7qGIQYV6tcJpYM0AhHKUJfG1hgFQtMsPOG8gKnZnLzJnTyKYxbEq6zS9huKFdNMoQhUGesdQ59lpfiET9zJXOs/N06KjhFREggfWKYG6ObWqQFBBpVqzNi7fWtr23+dvWYZPadgtHbYkwQLOs0416URTFcQwbEB8eRA4MBv0k7sO4kVx0wTZOss43tChJLWihCcdKTeOo0jODpWaEUxugWtEKkwu8pFMHCyyompl2NBY+dcwC5qV0q9CwZX/PMFgotRZz52yupv7WGvJf2rTWeX9mWFHVmhZk0yivOdQlbOYMF0xSovnaAUwkc2eFZIXdDLX7DYF7hKubwv+D06QXH/T2R0n3qL99jh3wGDwBeyAGh+AIvAInYAyIN/Gs99H75CP/g//Z/7Kx+t425xH4I/yvPwFp0OA3</latexit>
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PDF Hard Process
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f(x, µ2
0) =

Nf x↵f (1� x)�f (1 + �fx2)

B(↵f + 2,�f + 1) + �fB(↵f + 4,�f + 1)

Measured Cross Section



From pseudo-PDF data

From Good Lattice 
Cross Section  data

Combined analysis for gluon helicity distribution in progress



3D Imaging + GPDs



GPDs in pseudo-PDF approach

• GPDs correspond to off-forward matrix elements.  In pseudo-PDF 
framework, our starting point is the Generalized Ioffe Time Distributions

Thanks to Joe Karpie, Lattice 2023

Iμ(p′ , p, s = s − ,μ2) = ⟨p′ ∣ q̄(−z−/2)γμW(−z−/s, z−/2)q(z−/2) ∣ p⟩μ2

Where Ioffe time ,  and skewness ν = (p + p′ )/2 t = (p − p′ )2 ξ = q ⋅ z /P ⋅ z
Extends to generalized pseudo-ITD in manner of pseudo ITD.

Requires solution of inverse problem

GPDs

Allows us to obtain 3D GITDs/GPDs at discrete values of momentum transfer 
and skewness, in contrast to  in DVCS.x = ξ



GPDs - II

C. Egerer et al., JHEP 11 (2021) 148

Accessible values on our “paradigm” lattice

Introduce double distributions
f (x, ξ) = ∫

1

−1
dβ∫

1−|β|

−1+|β|
dαδ(x − β − ξα) f̃ (α, β )

A.Radyushkin, PLB380 (1996), 417; M.Polyakov,C.Weiss 
PRD60 (1999) 114017A1(ν, t, ξ = 0,z2) = N∫ dβeiνββa(1 − β)b

Thanks to Joe Karpie, Lattice 2023



Bare matrix elements in pseudo-PDF and quasi-PDF are same.
Can apply OPE at short distances to obtain Mellin Moments  
[c.f. earlier calculations of Generalized Form Factors using local operators]

Thanks Yong11

FIG. 7. The left panels show the first few moments extracted at each z from the iso-vector MH,�0 , while the right panels
display the corresponding moments from ME,�0 , for a symmetric case of P3 = 0.83, 1.25, 1.67 GeV and �t = 0.69 GeV2,
utilizing Wilson coe�cients at LO, NLO, NNLO, and NNLO+RG order. The filled squared symbols are for the real part, while
the circled open symbols are for the imaginary part.

would require the use of RG improved OPE with only small-z3 matrix elements. This situation can be improved with
finer lattices and larger momenta P3 in the future.

As for the higher moments that are noisy at short z3, no dependence on the perturbative order is observed. These
findings are consistent with the fact that the ratio-scheme renormalized matrix elements mostly depend on zP and
have very mild dependence on P3 as observed in Fig. 5, for the Lorentz-invariant definition. For comparison, in Fig. 7
we show the first few moments extracted from MH,�0 and ME,�0 . For the moments from MH,�0 shown in the left
panels, similar behavior can be observed as in the case of MH,LI , though the central values of moments are slightly
shifted. However, strong z3 dependence can be observed for moments from ME,�0 as the zP dependence breaks down
for the �0 definition seen in Fig. 5. It is clear that the perturbative kernels, even up to NNLO, cannot explain this
z3 dependence. We then conclude that the quasi-GPD matrix elements H and E under Lorentz-invariant definition,
as a function of both z

2 and zP , can be well described by the perturbative kernels together with the ratio-scheme
renormalization. However, the factorization formula is not applicable for the quasi-GPD E with �0 definition in the
considered range of z3 and P3, because of additional power corrections in this case, as we discussed in Sec. II. A
similar observation holds for the iso-scalar cases, where we used Wilson coe�cients only up to the NLO level and
ignored the quark-gluon mixing. Therefore we will use the quasi-GPDs in Lorentz-invariant definition, which may
converge to the light-cone GPDs faster, for the following analysis. Meanwhile, we will stick to the best-known Wilson
coe�cients, NNLO and NLO, for iso-vector and iso-scalar cases, respectively.

C. Determination of Mellin moments

It is found that the perturbative matching can well describe the ratio-scheme renormalized matrix elements under
Lorentz-invariant definition. However, the higher moments extracted from fixed z exhibit significant noise. To
stabilize the fit, and also because we only have one momentum P3 for many values of �t, we will perform combined
fits of several renormalized matrix elements with z3 2 [zmin

3 , z
max
3 ]. We note that matrix elements at small z may

su↵er from discretization e↵ects, while at large z they may be a↵ected by higher-twist e↵ects. We omit z3 = a to
avoid the most severe discretization e↵ects and vary z

min
3 2 [2a, 3a], zmax

3 2 [4a, 6a] to estimate systematic errors
related to discretization and higher-twist e↵ects. To be specific, for an observable X and a given bootstrap sample,
we average over the fit results with di↵erent [zmin

3 , z
max
3 ] to obtain Mean(X ) and estimate the systematic error as

GFFs at ; note higher Mellin momentsξ = 0

S.Bhattacharya et al., Phys.Rev.D 108 (2023) 1 014507
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FIG. 14. The fifth moments A50 and B50 for iso-vector (upper panels) and iso-scalar (lower panels) as a function of �t. The
error bars include both statistical errors and systematic errors. The bands come from two di↵erent parametrizations using two
ranges of �t.

plane,

q(x,~b?) =

Z
d
2~�?

(2⇡)2
H(x,�~�2

?
)e�i~b?·~�? . (34)

Taking into account the E GPDs, one can explore the unpolarized quarks distribution inside a transversely polarized
proton [7], defined as,

q
T (x,~b?) =

Z
d
2~�?

(2⇡)2
[H(x,�~�2

?
) + i

�y

2M
E(x,�~�2

?
)]e�i~b?·~�?

= q(x,~b?)�
1

2M

@

@by
qE(x,~b?),

(35)

where we denoted the Fourier transform of E(x,�~�2) by qE(x,~b?), and the proton is transversely polarized in the x

direction. These impact parameter-dependent parton distributions (IPDs) allow us to visualize the three-dimensional
structure of the parton distribution inside the proton, taking into account both longitudinal momentum and transverse
position. The qT (x,~b?) also have a relation to the Sivers distributions [146–148]. In this work, we derived the moments

of the H and E GPDs, which enabled us to infer the moments of q(x,~b?) and q
T (x,~b?),

⇢n+1(~b?) =

Z
d
2~�?

(2⇡)2
An+1,0(�~�2

?
)e�i~b?·~�? ,

⇢
T
n+1(~b?) =

Z
d
2~�?

(2⇡)2
[An+1,0(�~�2

?
) + i

�y

2M
Bn+1,0(�~�2

?
)]e�i~b?·~�? .

(36)

Since Fourier transforms require full information of�t 2 [0,1], we utilized our dipole fit result from�t 2 [0, 1.5] GeV2,
which was found to describe the data up to 2.77 GeV2 and will model the �t ! 1 behavior. We excluded the
contribution from B

u+d
n+1,0, as these data were mostly consistent with zero in our calculations. We then will compute

the impact space distribution for up and down quarks as a function of ~b? for both ⇢n+1(~b?) and ⇢
T
n+1(~b?), with n

ranging from 0 to 3. We excluded the n = 4 case since Bu+d
50 and B

u�d
50 are both noisy and consistent with 0, although

a reasonable signal was observed for A
u+d
50 and A

u�d
50 . The flavor separation is derived by a linear combination of

our iso-vector and iso-scalar results. We note again that our analysis did not account for the disconnected diagram

t-dependence
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Summary
• Realistic calculation of light-cone distributions from LQCD now 

available 
• Focus on understanding systematic contributions in pseudo-

PDF framework 
• Distillation + boosting enables both far increased reach in 

momentum, and improved sampling of lattice 
– Essential in calculations of gluon contributions 

• Are able to isolate leading twist from higher-twist and 
discretization contamination 

• Exascale era offers unprecedented opportunity for first-
principles calculation - theory for most precise PDFs 

• Complete calculations of isoscalar structure 
• Bayesian reconstruction, Neural Networks,….. 
• Calculation of GPDs Underway 
• Lattice QCD + Expt - global analysis


