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Bound nucleons are modified…so what?
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Bound nucleons are modified…so what?

Fundamental: 
What nucleons are modified?   
What mechanism drives modification?
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Bound nucleons are modified…so what?

Fundamental: 
What nucleons are modified?   
What mechanism drives modification?
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Practical: 
What is the structure of the free neutron?
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Inclusive DIS gives average structure of nucleus
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• Integrates over entire nucleus

MomentumkF
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Q2 = 2EE′ (1 − cos θ)

xB = Q2/2Mν

xB, Q2

• Integrates over entire nucleus
• Variables smeared by Fermi motion

MomentumkF
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Tagged DIS can provide the remedy

e−(k)

e−(k′ )

γ(q) e

e′
�

A

X

γ

]
] prec pi

xB, Q2

𝑥



4

Tagged DIS can provide the remedy

e−(k)

e−(k′ )

γ(q) e

e′
�

A

X

γ

]
] prec pi

• Detect scattered electron and spectator nucleonxB, Q2

𝑥



4

Tagged DIS can provide the remedy

e−(k)

e−(k′ )

γ(q) e

e′
�

A

X

γ

]
] prec pi

• Detect scattered electron and spectator nucleon
• Measure structure as function of nuclear state 

xB, Q2

𝑥

F2 Spectator 
momentum



4

Tagged DIS can provide the remedy

e−(k)

e−(k′ )

γ(q) e

e′
�

A

X

γ

]
] prec pi

• Detect scattered electron and spectator nucleon
• Measure structure as function of nuclear state 

• Account for nucleon motion 
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Mitigating final state interactions
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flavor symmetry breaking mechanism 
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• Methods: 
• Extract from nuclear structure functions with nuclear corrections 
• Use tagged DIS to extract structure of barely-off-shell neutrons in deuterium
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BoNuS (barely off-sell nucleon structure)
• JLab (6 GeV) Hall B 
• 2.1, 4.2, and 5.3 GeV electrons on 

thin 2H gas 
• Detect scattered electron in CLAS 
• Detect recoiling spectator proton in 

RTPC
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BoNuS invariant mass with/without tagging
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BoNuS results

A representative sample of the neutron Fn
2 spectra is

shown in Fig. 2, compared with a phenomenological
parametrization of Fn

2 [23] obtained from inclusive Fd
2

and Fp
2 data using a model of nuclear effects, and an

extraction [10] of Fn
2 from recent Fd

2 and Fp
2 data using

the nuclear smearing corrections of Ref. [25]. (The com-
plete spectra for all kinematics are published in the CLAS
database [26].)

The comparison shows reasonable overall agreement
between the BoNuS data and the model-dependent Fn

2

extractions [10,23] from inclusive data, but highlights
some residual discrepancies. In particular, at the lowest
Q2 values both the parametrization [23] and the model-
dependent extraction [10] underestimate the Fn

2 data,
especially in the vicinity of the !ð1232Þ peak. At larger
Q2 the models are in better agreement with the data in the
! region, but overestimate it somewhat in the third reso-
nance region at Q2 # 2:5 GeV2. This suggests that either
the nonresonant neutron contribution assumed in the model
[23], or possibly the treatment of nuclear corrections in
deuterium, need to be reconsidered.

The ratio of neutron to proton structure functions,
Fn
2=F

p
2 , is shown in Fig. 3 as a function of x$ for various

W$ cuts (W$ > 1:4, 1.6, and 1.8 GeV), and compared with
the ratio from the recent CJ global PDF fit [5] at matching

kinematics. The range for the global fit arises from experi-
mental and PDF fit uncertainties, as well as from uncer-
tainties in the treatment of nuclear corrections in the
analysis of inclusive Fd

2 data, which increase dramatically
at high x [2,5]. Where the kinematics overlap, the data for
the W$ > 1:8 GeV cut are in good agreement with the
global PDF fit for 0:3 & x$ & 0:6 (the data at the lowest
x$ values are outside of the range of validity of the global
fit, which is restricted to Q2 > 1:69 GeV2). Note that a
bump in Fn

2=F
p
2 appears near x$ ¼ 0:65 when relaxing the

W$ cut from 1.8 to 1.6 or 1.4 GeV, which likely indicates
that a resonance in this region is significantly enhanced in
the neutron relative to the inelastic Fn

2=F
p
2 background.

In summary, we have presented results on the first
measurement of the neutron Fn

2 structure function using
the spectator tagging technique, where the selection of
low-momentum protons at backward angles ensures scat-
tering from a nearly on-shell neutron in the deuteron. We
identify well-defined neutron resonance spectra in each of
the three prominent nucleon-resonance regions, which
broadly agree with earlier model-dependent extractions
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FIG. 2 (color online). Typical Fn
2 spectra from the BoNuS

experiment (filled circles) as a function of W$ for the various
Q2 ranges indicated. The beam energy was 5.262 GeVexcept for
the upper left plot at 4.223 GeV. For comparison the model-
dependent extraction from inclusive Fd

2 data (open circles) [10]
and the phenomenological model from Ref. [23] (solid curve)
are also shown. The error bars on the data points are statistical,
and the band along the abscissa represents the systematic error
without the overall 3% normalization uncertainty or the 3%
spectator approximation uncertainty.
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FIG. 3 (color online). Ratio Fn
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p
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limits onW$. All data are from the 5.262 GeV beam energy. The
error bars are statistical, with the total (correlated and uncorre-
lated) systematic uncertainties indicated by the band along the
abscissa. This band does not include the overall 3% normaliza-
tion uncertainty or the 3% spectator approximation uncertainty.
The data are compared with the recent parametrization from the
CJ global analysis [5], with the upper and lower uncertainty
limits indicated by the solid lines. The inset shows the average
Q2 as a function of x$ for eachW$ cut. For these data !s is in the
range 1.0–1.2. The arrow indicates the point at which the data are
normalized to the CJ value. A single normalization constant IVIP
was used for all data. The resonance region (W$ < 2 GeV)
corresponds to x$ * 0:4, 0.5, and 0.6 for square, diamond, and
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PRL 108, 142001 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
6 APRIL 2012

142001-5

Baillie, et al.  
PRL 108, 142001 (2012)

Baillie, et al. PRL 108, 142001 (2012)
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Compared to latest nuclear correction extraction

• MARATHON extraction from 3He/3H ratio 
• Only need to account for relative nuclear corrections in A = 3 nuclei

Adapted from Abrams, et al. PRL 128, 132003 (2022)
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SRC abundance and EMC magnitude are correlated 
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Tagged DIS can definitively test SRC-EMC hypothesis
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Tagged DIS can definitively test SRC-EMC hypothesis

• EMC effect in deuterium is small
• But SRC states are rare!
• Expect large effect in these states
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ELECTRON SCATTERING FROM HIGH-MOMENTUM . . . PHYSICAL REVIEW C 73, 035212 (2006)

kinematic region is proposed by the authors as the best place
to test various models of hadronization. In contrast with the
calculation discussed in the beginning of the section, the
model of [10] predicts significant FSI for proton momenta
| !ps | > 0.25 GeV/c even at extreme backward angles.

III. EXISTING DATA OVERVIEW

Few data exist on the semiinclusive scattering of a lepton
from deuterium with a recoiling nucleon in the backward
direction with respect to the momentum transfer. The data
published so far were taken using either neutrino or antineu-
trino beams and had very low statistics that do not allow
detailed investigation of the cross sections of interest. These
experiments (see Berge et al. [11] and Efremenko et al. [12])
focused on measuring the momentum, energy, and angular
distributions of protons in the backward hemisphere relative
to the beamline. Despite the low statistics, a notable difference
in the distributions for backward and forward protons was
observed. The data agreed well with a pair-correlation model
in which the detected backward proton was assumed to be a
spectator to the reaction.

The cross section ratio σ Fe/σD measured by the European
Muon Collaboration [7] (where σ Fe and σD are cross sections
per nucleon for iron and deuterium, respectively) showed
deviations from unity (now known as the EMC effect) that
could not be explained only in terms of nucleon Fermi motion.
That was the first evidence that the nuclear medium influences
DIS processes. It provided an indication that nuclear matter is
getting modified as its density increases. The effect was later
confirmed by data from SLAC [13,14] and CERN [15].

An independent measurement of the modification of the
quark structure of nuclei was made later at Fermilab [16]
using continuum dimuon production in high-energy hadron
collisions, known as the Drell-Yan process [17]. The measure-
ment has shown no nuclear dependence in the production of
the dimuon pairs in the region 0.1 < x < 0.3 and, therefore,
no modification of the antiquark sea in this range. A number
of models developed to explain the EMC effect in terms of
strong enhancement of the pion cloud were ruled out by this
experiment.

Recent polarization transfer measurements by Dieterich
and Strauch [18–21] in the 4He(!e, e′ !p)3H reaction suggested
medium modification of the electromagnetic form factors
of the nucleon. The observed 10% deviation from unity
could be explained by supplementing the conventional nuclear
description with effects due to medium modification of the
nucleon as calculated by the quark-meson coupling (QMC)
model [22,23]. However, this conclusion is still under debate
[24].

A model in which the neutron and proton form a single
6-quark cluster was recently tested [5] against old backward
proton production data from neutrino scattering on deuterium
collected at Fermilab [25]. These data had sufficient accep-
tance for backward protons but were not previously analyzed
for this signal. The proton spectrum from neutrino and
antineutrino scattering from deuterium, taken at CERN [26],
was also discussed. The authors compared the momentum

distribution of backward protons with the prediction of a
6-quark cluster model. Predictions of the model were in good
agreement with the data; however, the statistics of the data were
not sufficient to study the dependence on any other kinematic
variables.

In summary, existing data on inelastic scattering off nuclei
average over at least some of the relevant kinematic variables
(x,Q2, and the momentum of the struck nucleon) and are
often limited in statistics. Only a more detailed analysis of the
dependence of the cross section on these variables can yield
clear distinctions between different models and theoretical
descriptions of nucleons bound in nuclei. The experiment on
the reaction 2H(e, e′ps) described here is the first to collect
sufficient statistics for this purpose.

IV. EXPERIMENTAL SETUP

The data were collected over a period of 46 calendar days
in February and March of 2002 at the Thomas Jefferson
National Accelerator Facility (TJNAF). We used a 5.75 GeV
electron beam with an average current of 6–9 nA. The
experiment was staged in Hall B of the TJNAF, where the
CEBAF large acceptance spectrometer (CLAS) is installed.
Six superconducting magnetic coils divide CLAS into six
sectors symmetrically located around the beamline. Each
sector covers almost 60◦ in azimuthal angle and between
10◦ and 140◦ in polar angle, thus providing almost 4π
acceptance for charged particles. CLAS sectors are equipped
with identical sets of detector systems (Fig. 1): (1) three
regions of drift chambers (DC) track the charged particle’s
passage though the region of the magnetic field, (2) a layer
of scintillating paddles forms the CLAS time-of-flight (TOF)
system, (3) the Cherenkov counters (CC) are installed in

FIG. 1. (Color online) CLAS event with forward electron de-
tected in coincidence with a backward proton.

035212-5

D(e, e′ ps)
• Pioneering tagged DIS experiment 
• 5.75 GeV electrons on 5cm LD2 
• Detect scattered electron and 

backward proton in CLAS detector
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of models developed to explain the EMC effect in terms of
strong enhancement of the pion cloud were ruled out by this
experiment.

Recent polarization transfer measurements by Dieterich
and Strauch [18–21] in the 4He(!e, e′ !p)3H reaction suggested
medium modification of the electromagnetic form factors
of the nucleon. The observed 10% deviation from unity
could be explained by supplementing the conventional nuclear
description with effects due to medium modification of the
nucleon as calculated by the quark-meson coupling (QMC)
model [22,23]. However, this conclusion is still under debate
[24].

A model in which the neutron and proton form a single
6-quark cluster was recently tested [5] against old backward
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for this signal. The proton spectrum from neutrino and
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was also discussed. The authors compared the momentum

distribution of backward protons with the prediction of a
6-quark cluster model. Predictions of the model were in good
agreement with the data; however, the statistics of the data were
not sufficient to study the dependence on any other kinematic
variables.

In summary, existing data on inelastic scattering off nuclei
average over at least some of the relevant kinematic variables
(x,Q2, and the momentum of the struck nucleon) and are
often limited in statistics. Only a more detailed analysis of the
dependence of the cross section on these variables can yield
clear distinctions between different models and theoretical
descriptions of nucleons bound in nuclei. The experiment on
the reaction 2H(e, e′ps) described here is the first to collect
sufficient statistics for this purpose.
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National Accelerator Facility (TJNAF). We used a 5.75 GeV
electron beam with an average current of 6–9 nA. The
experiment was staged in Hall B of the TJNAF, where the
CEBAF large acceptance spectrometer (CLAS) is installed.
Six superconducting magnetic coils divide CLAS into six
sectors symmetrically located around the beamline. Each
sector covers almost 60◦ in azimuthal angle and between
10◦ and 140◦ in polar angle, thus providing almost 4π
acceptance for charged particles. CLAS sectors are equipped
with identical sets of detector systems (Fig. 1): (1) three
regions of drift chambers (DC) track the charged particle’s
passage though the region of the magnetic field, (2) a layer
of scintillating paddles forms the CLAS time-of-flight (TOF)
system, (3) the Cherenkov counters (CC) are installed in

FIG. 1. (Color online) CLAS event with forward electron de-
tected in coincidence with a backward proton.
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 kinematic coverage was limitedD(e, e′ ps)
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FIG. 9. (Color online) Ratio of the extracted off-shell struc-
ture function F2n at x = 0.55, Q2 = 2.8 (GeV/c)2 to that at x =
0.25, Q2 = 1.8 (GeV/c)2, divided by the ratio of the free structure
functions at these kinematic points. Error bars are statistical only,
shaded band indicates the overall systematic error. This plot is for
kinematics similar (but not identical) to those in Fig. 6 in Ref. [1].

in deuterium; however, the x∗ dependence in each individual
panel would be largely unaffected by such a scale error. Indeed,
the data agree reasonably well with the simple parametrization
of the free neutron structure function from our model at the
two lower momenta (with average deviations of ±10%). At the
higher two momenta, the data fall below the model in the range
of x between 0.3 and 0.6 by as much as 20–30%. Some residual
FSI might also contribute to the observed x∗ dependence, for
instance, by enhancing the region of small x∗ (corresponding
to large W ∗).

To reduce the model dependence of such comparisons as
in Fig. 8, the authors of Ref. [1] suggested taking the ratio
between the extracted off-shell structure function at some
relatively large value of x∗ (where most models predict the
biggest off-shell effects) and that at a smaller value of x∗ where
the EMC effect is known to be small. This ratio (normalized
to the same ratio for the free neutron structure function
F2n) is plotted in Fig. 9 for a range of transverse momenta,
0.25 ! pT ! 0.35 GeV/c, versus the light-cone fraction αs .
Within our PWIA model, the dependence on the proton
momentum distribution P ( "ps) cancels in this ratio since it
enters the numerator and denominator at each point in the same
way. There still remains an overall scale uncertainty due to the
division by the ratio of F2n for free neutrons at two different
values of x, which is not perfectly well known. Furthermore,
according to some models [10], FSI effects could be different
for different x∗. This seems to be borne out by Fig. 9: While all
PWIA models of off-shell effects predict unity for the ratio at
values of the light-cone variable αs around 1, we find a strong
suppression in the region up to αs ≈ 1.1 (corresponding to
θpq around 90◦) where FSI effects are most pronounced. This
behavior could be explained within the FSI model of Ref. [10]
which predicts larger FSI effects for final states with a larger
number of hadrons, leading to an increase in the denominator
(cross section at small x∗, which corresponds to large energy
transfer to the unobserved final state).

Beyond αs ≈ 1.1, the data still lie below unity (by about
17%) but appear to fall off only slowly with αs . Although
this suppression could be interpreted as an off-shell effect,
the data appear inconsistent with some of the more dramatic
predictions of a steep falloff for the ratio at high αs (e.g.,
Ref. [2]). The prediction for this ratio from the 6-quark
cluster model [4] varies between 0.7 and 1 at αs = 1.4
and is therefore compatible with our result. Once realistic
calculations including FSI effects become available for the
kinematics of our data set, a more quantitative comparison
with various models for the off-shell behavior of the structure
function F2(x∗,Q2, ps) will be feasible. Such calculations are
underway [41,43].

VII. SUMMARY

Taking advantage of the large solid angle acceptance of the
CEBAF large acceptance spectrometer, we collected a large
amount of data (≈350K events) on the reaction 2H(e, e′ps) X
in the exotic region of extreme backward proton kinematics.
The data range from 1.2 to 5 (GeV/c)2 in momentum transfer
Q2 and reach values of the missing mass of the unobserved
final state W ∗ of up to 2.7 GeV. Protons with momentum ps as
low as 0.28 and up to 0.7 GeV/c were detected, at angles θpq
relative to the direction of the momentum transfer extending
up to more than 140◦. In terms of the light-cone variables, the
data span values of the light-cone fraction αs up to about 1.7,
with a minimum proton transverse momentum relative to q̂ of
0.15 GeV/c and a maximum of 0.6 GeV/c.

Reduced cross sections were extracted as a function of W ∗

(or Bjorken-variable x∗) and αT , "pT (or cos θpq, ps), for two
large bins in Q2, allowing us to test theoretical calculations
against the presented data. Comparison with a simple PWIA
spectator model shows moderately good agreement in the
kinematic region of lower momenta and cos θpq < −0.3. For
increasing spectator momenta ps > 0.3 GeV/c, FSI and other
non-PWIA effects become strong, especially in the region of
proton scattering angles cos θpq > −0.3. These effects seem
to depend on the invariant mass W ∗; on the other hand, no
strong dependence of these effects on momentum transfer Q2

is observed. This behavior is in qualitative agreement with
models [10,42] that describe the strength of FSI in terms of
the number of hadrons in the final state X. The angular (θpq)
and momentum (ps) dependence of the observed strength
in the cross section in the quasielastic region (where X is a
neutron in its ground state) are also in good agreement with
detailed calculations [41] showing a transition from destructive
interference below ps = 0.3 GeV/c to a strong enhancement
at ps > 0.4 GeV/c around cos θpq = 0.2 (see Fig. 6 and
Ref. [44]).

A depletion compared to the PWIA model is observed in
the data at cos θpq < −0.3 and for high ps , where the struck
neutron is far off its mass shell. This reduction might be due to
nucleon structure modifications. It is especially apparent in the
region of moderate x∗ which overlaps in part with the nucleon
resonance region. However, it is also possible that our simple
model predicts too much strength in the deuteron momentum
distribution at these higher momenta. This would lead to an
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inefficiencies of CLAS. Even after removing bad channels and
accounting for all known detector problems, we find that the
ratio of simulated to measured rates for reconstructed protons
varies from sector to sector. We use the root mean square (rms)
variation between sectors to estimate this systematic error as
about 11% on average. We also include a 3% scale error on
the target density, effective target length, and beam charge
calibration.

The data were corrected for the radiative elastic tail and
accidental coincidences by direct subtraction of normalized
(simulated or real) data (see previous subsection). The nor-
malization factors were varied by 50% of their deviation from
unity to estimate the systematic errors due to these corrections.
The uncertainty on the inelastic radiative corrections was also
calculated as 50% of the deviation from unity of the correction
factor. We checked our radiative correction procedure against
the existing code EXCLURAD [40] for the case of quasielastic
scattering (pn final state) and found good agreement within
the stated uncertainties.

A final systematic uncertainty comes from the model
dependence of our simulated data. While the model input
cancels in our extracted values for F2n(x∗,Q2) × S(αs , pT ) to
first order, both migration between adjacent kinematic bins and
distribution of events within a bin (where the CLAS acceptance
might vary) are somewhat model dependent. We estimated this
effect by modifying the model input to agree with the cross
section extracted from our data. The deviation of the simulated
events with this modified cross section from the data is a direct
measure of the magnitude of this systematic error. We found
its magnitude to be generally below 5%, going up to 10% for
higher proton momenta.

All systematic errors were added in quadrature and are
shown as shaded bands in the figures in the following section.
The summary of systematic uncertainties is presented in
Table I.

VI. RESULTS

In the following, we show several representative histograms
(one-dimensional projections of the four-dimensional bins),
comparing our data to our simple PWIA spectator model to
elucidate some general trends.

In Fig. 4, we show as a first step the accumulated number of
protons (in coincidence with a scattered electron) for several
bins in cos θpq, where θpq is the angle between the virtual
exchanged photon and the proton. The data are not corrected
for acceptance and efficiency and therefore fall off at large
angles where CLAS has limited acceptance. The curves shown
are from our simulation of these data, including the CLAS
acceptance and without any normalization. Using the light-
cone prescription [Eq. (8)] for the momentum distribution
of the initial proton (solid curve), good agreement between
the data and our Monte Carlo simulation is observed up
to cos θpq ≈ −0.3. The result for the nonrelativistic wave
function [Eq. (3), dashed line] is similar in these kinematics. At
more forward angles, the data exceed the simulation by a large
factor, especially at higher momenta [Fig. 4(b)], indicating
a breakdown of the pure PWIA spectator picture. We assume
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FIG. 4. (Color online) Data (points) and results of the Monte
Carlo simulation based on two different PWIA models (solid and
dashed curves) for the total number of counts vs cos θpq for proton
momenta (a) ps = 0.28–0.32 GeV/c and (b) ps = 0.36–0.42 GeV/c,
integrated over electron kinematics. Total systematic error is indicated
by the shaded band.

that this enhancement is due to FSI between the struck neutron
and the spectator proton (see below).

The momentum distribution plotted separately for back-
ward (θpq > 108◦) and transverse (72◦ < θpq < 108◦) proton
kinematics confirms this picture for the relative importance of
non-PWIA processes (Fig. 5). The momentum distribution
of the backward protons is reasonably well described by
the PWIA model, indicating that distortions due to FSI are
rather small in this region. At the same time, the yield for

 (GeV/c)sP

0.3 0.4 0.5 0.6 0.7

# 
co

u
n

ts

0

1

2

3

4
310×

(a)

 (GeV/c)sP

0.3 0.4 0.5 0.6 0.7
0

2

4

6

310×

(b)

FIG. 5. (Color online) Momentum distribution of the recoiling
proton. Data (points) are compared with our Monte Carlo simulation
(solid curve) for two ranges of recoil angle: (a) −1.0 < cos θpq <

−0.3 and (b) −0.3 < cos θpq < 0.3. Events were integrated over all
missing masses and Q2.
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inefficiencies of CLAS. Even after removing bad channels and
accounting for all known detector problems, we find that the
ratio of simulated to measured rates for reconstructed protons
varies from sector to sector. We use the root mean square (rms)
variation between sectors to estimate this systematic error as
about 11% on average. We also include a 3% scale error on
the target density, effective target length, and beam charge
calibration.

The data were corrected for the radiative elastic tail and
accidental coincidences by direct subtraction of normalized
(simulated or real) data (see previous subsection). The nor-
malization factors were varied by 50% of their deviation from
unity to estimate the systematic errors due to these corrections.
The uncertainty on the inelastic radiative corrections was also
calculated as 50% of the deviation from unity of the correction
factor. We checked our radiative correction procedure against
the existing code EXCLURAD [40] for the case of quasielastic
scattering (pn final state) and found good agreement within
the stated uncertainties.

A final systematic uncertainty comes from the model
dependence of our simulated data. While the model input
cancels in our extracted values for F2n(x∗,Q2) × S(αs , pT ) to
first order, both migration between adjacent kinematic bins and
distribution of events within a bin (where the CLAS acceptance
might vary) are somewhat model dependent. We estimated this
effect by modifying the model input to agree with the cross
section extracted from our data. The deviation of the simulated
events with this modified cross section from the data is a direct
measure of the magnitude of this systematic error. We found
its magnitude to be generally below 5%, going up to 10% for
higher proton momenta.

All systematic errors were added in quadrature and are
shown as shaded bands in the figures in the following section.
The summary of systematic uncertainties is presented in
Table I.

VI. RESULTS

In the following, we show several representative histograms
(one-dimensional projections of the four-dimensional bins),
comparing our data to our simple PWIA spectator model to
elucidate some general trends.

In Fig. 4, we show as a first step the accumulated number of
protons (in coincidence with a scattered electron) for several
bins in cos θpq, where θpq is the angle between the virtual
exchanged photon and the proton. The data are not corrected
for acceptance and efficiency and therefore fall off at large
angles where CLAS has limited acceptance. The curves shown
are from our simulation of these data, including the CLAS
acceptance and without any normalization. Using the light-
cone prescription [Eq. (8)] for the momentum distribution
of the initial proton (solid curve), good agreement between
the data and our Monte Carlo simulation is observed up
to cos θpq ≈ −0.3. The result for the nonrelativistic wave
function [Eq. (3), dashed line] is similar in these kinematics. At
more forward angles, the data exceed the simulation by a large
factor, especially at higher momenta [Fig. 4(b)], indicating
a breakdown of the pure PWIA spectator picture. We assume
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FIG. 4. (Color online) Data (points) and results of the Monte
Carlo simulation based on two different PWIA models (solid and
dashed curves) for the total number of counts vs cos θpq for proton
momenta (a) ps = 0.28–0.32 GeV/c and (b) ps = 0.36–0.42 GeV/c,
integrated over electron kinematics. Total systematic error is indicated
by the shaded band.

that this enhancement is due to FSI between the struck neutron
and the spectator proton (see below).

The momentum distribution plotted separately for back-
ward (θpq > 108◦) and transverse (72◦ < θpq < 108◦) proton
kinematics confirms this picture for the relative importance of
non-PWIA processes (Fig. 5). The momentum distribution
of the backward protons is reasonably well described by
the PWIA model, indicating that distortions due to FSI are
rather small in this region. At the same time, the yield for
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FIG. 5. (Color online) Momentum distribution of the recoiling
proton. Data (points) are compared with our Monte Carlo simulation
(solid curve) for two ranges of recoil angle: (a) −1.0 < cos θpq <

−0.3 and (b) −0.3 < cos θpq < 0.3. Events were integrated over all
missing masses and Q2.
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• Good agreement between data and PWIA at backward angles 
• Enhancement in data (due to FSI?) at perpendicular angles

280 <  < 320 MeVps 360 <  < 420 MeVps -1 < cos  < -0.3θpq -0.3 < cos  < 0.3θpq
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BAND (Backward Angle Neutron Detector)

• 116 plastic scintillator bars + veto layer 
• 3 m upstream of target≈

2 m

1.3 m

Segarra et al., NIMA 978, 164356 (2020) 
Denniston et al., NIMA 973 164177 (2020) 
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• Cross section model by M. Strikman & C. Weiss (PRC 97, 035209 (2018): 

.  

• Kinematic factors 

• Deuterium spectral function (momentum distribution of bound protons) 

• Free proton structure functions (no EMC modification!) 

• Simulate generated events (with QED radiation) in GEANT4

dσ[eD → e′ nsX] = K
2S(αs, psT)

2 − αs
× F2

Theory calculation for tagged DIS
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Inclusive DIS results
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Inclusive DIS results
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Tagged double ratio
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• Form double ratio for bins in αS

Tagged double ratio
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• Form double ratio for bins in αS

• Ratio gives cancellation of systematics
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• Form double ratio for bins in αS

• Ratio gives cancellation of systematics

• Choose to normalize to  = 0.3x′ 0

Tagged double ratio
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• Form double ratio for bins in αS

• Ratio gives cancellation of systematics

• Choose to normalize to  = 0.3x′ 0

• Sensitive to ratio of bound to free proton structure 

Tagged double ratio
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Tagged DIS
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BAND invariant mass with/without tagging 
(2 GeV deuterium data from RG-M)
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BAND invariant mass with/without tagging 
(2 GeV deuterium data from RG-M)

• Two big differences from BoNuS: 

• Higher spectator momentum 

• Larger range in spectator momentum 
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BAND invariant mass with/without tagging 
(2 GeV deuterium data from RG-M)
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BAND invariant mass with/without tagging 
(2 GeV deuterium data from RG-M)
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Tagged DIS double ratio

CLAS12 
PRELIMINARY

CLAS12 
PRELIMINARY

Large, -dependent effect in high-  protonsx′ αS
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Result consistent with inclusive measurements of light 
nuclei…
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…and gives a prediction for bound neutron structure!

BAND
1.3 <  < 1.4αS

CLAS12 
PRELIMINARY
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MomentumkF

3. , BAND, and LAD 
Structure of high-momentum 

bound nucleons

D(e, e′ ps)
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LAD 

Target

Beam
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GEMs

• 1 A at 10.9 GeV 
• Scattered electron to HMS/SHMS 
• Recoil proton to LAD
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LAD hardware • Proton detection: 
• 5 panels of refurbished CLAS TOF scintillators 
• Proton ID using  vs. TOF 
• Proton momentum from TOF 

• Proton vertexing: 
• Repurposed PRad GEMs 
• Active area 120 x 55 cm2

dE/dX
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LAD is critical cross check of tagged measurements 

Inclusive

BAND
LAD

• Inclusive + BAND + LAD 
overconstrains deuterium 

• BAND and LAD must show consistent 
modification of bound protons/neutrons 

• Hope to achieve lower recoil 
momentum and angles than BAND 

• On JLab schedule to start July 2024
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Tagged DIS is just getting started!

• A Low-Energy Recoil Tracker (ALERT) with CLAS12 at JLab Hall B: 
• 3H/3He tagged DIS from 4He 

• TDIS-n at JLab Hall C: 
• BoNuS-style measurement of low-momentum neutrons in deuterium 

• Tagging at EIC
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SRC-EMC connection can also be tested by polarized 
EMC measurements
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• Polarized measurements can distinguish mean-field and SRC effects 
• Small net polarization for high-momentum nucleons (small pEMC) 
• Mean-field calculations predict pEMC  EMC ≥

Mean-Field Calculations of Polarized EMC E↵ect

[ICC, W. Bentz and A. W. Thomas, PRL 95, 052302 (2005)]

[ICC, W. Bentz and A. W. Thomas, PLB 642, 210 (2006)]

[J. R. Smith and G. A. Miller, Phys. Rev. C 72, 022203(R) (2005)]

[Tronchin, Matevosyan and Thomas, PLB 783, 247-252 (2018)]

• Several relativistic

mean-field calculations of
polarized EMC e↵ect

• all calculations find

polarized EMC same size

or larger than EMC e↵ect

• Large polarized EMC e↵ect

results because in-medium

quarks are more relativistic
(M⇤ < M)

• quark lower components

are enhanced

• in-medium we find that

quark spin is converted to

orbital angular momentum

3/16

I. Cloët, et al., Phys.Lett.B 642, 210 (2006)
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Summary



39

Summary
• Tagged DIS allows measurements of parton 
structure sensitive to nuclear configuration  

• Study quasi-free nucleons to extract free 
neutron structure  

• Study highly virtual nucleons to probe origin 
of EMC effect
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Summary
• Tagged DIS allows measurements of parton 
structure sensitive to nuclear configuration  

• Study quasi-free nucleons to extract free 
neutron structure  

• Study highly virtual nucleons to probe origin 
of EMC effect

• Preliminary BAND/CLAS12 results show large 
modification of high-momentum protons in 
deuterium CLAS12 
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Summary
• Tagged DIS allows measurements of parton 
structure sensitive to nuclear configuration  

• Study quasi-free nucleons to extract free 
neutron structure  

• Study highly virtual nucleons to probe origin 
of EMC effect

• Preliminary BAND/CLAS12 results show large 
modification of high-momentum protons in 
deuterium

• Rich tagged DIS program developing for JLab 
(and EIC!)
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