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Introduction
In

pu
ts

outputs

Notations:  1. Output  for input .

2. Depends on architecture details, width , 

parameters .

3. Statistical independence at . 

   

ϕ(x) x
N

P(h; ⃗α )
⃗α = 0

Initialize NN many times, do not train. Outputs are drawn 
from same statistical distribution, fixed by architecture.  

Each initialized architecture corresponds to a distribution 

over fields or functions. Introduce   .Z[ϕ] = ∫ Dϕe−S[ϕ]



What is a Neural Network Field Theory?

It’s a field theory defined by NN architecture. 



Connections to this Workshop

Q1. Can we design Neural Network (NN) architectures, such that corresponding functional 
densities are the same as those of known field theories, e.g. scalar, fermionic, gauge?

Answer for Q1: We have one architecture for NN scalar field theory at initialization. 
No solutions for fermions, gauge yet.

Q2. Why care, though?

Answer for Q2: An alternative sampling strategy. One can start with such an architecture 
instead of using Monte Carlo. 
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Step 1: Given some NN architecture, find principles to predict 
corresponding field action  of output ensembles. 

 
Step 2: Given some , find principles to design NN architectures 
to get this action from output ensembles at initialization.

S[ϕ]

S[ϕ]

Q. How to engineer NN architectures for scalar field 
theory at initialization?



Principles: Given an architecture, 
predict S[ϕ]



Let’s build up this principle!

First, free vs. interacting field theories in Neural Networks.…

W
id

th
 N

 • At , i.i.d. parameters , each output is a sum over 
infinite independent variables. 


• By Central Limit Theorem (CLT), each such output is a draw from some 
Gaussian distribution (NNGP).


• In field theory language, the outputs are drawn from a free field theory. 

lim N → ∞ P(h; ⃗α = 0)

Finite N, and dissimilar, correlated parameters break CLT assumptions.


Initialize NN to have large CLT breaking. Outputs are now draws from a non-
perturbative field theory.  



Newsflash: NN field theories are Euclidean or statistical. However, 
if all correlation functions of a NNFT satisfy Osterwalder-

Schrader axioms, it’s a Quantum Field Theory.    
[Halverson 2021]



Next, there’s a duality!

Observables, e.g. NN 
Correlation Functions

Evaluate in terms of NN architecture, 
parameters etc. Call it ‘parameter space’.

Evaluate in terms of derivatives of , 
if we know . Call it ‘field space’.

Z[ϕ]
S[ϕ]

• Initialize some NN with CLT-breaking. 

• Action is unknown.

• Evaluate correlators in parameter space.  



A few steps later…

We borrow a machinery from Statistical 
Physics, known as ‘Edgeworth expansion’.


Using this, field density  has an 
alternative expression in parameter space.

P[ϕ] = e−s[ϕ]

 is connected r-point function, computed in parameter space.G(r)
c ∫ ddyG(2)

c (x, y)−1G(2)
c (y, z) = δd(x − z)

If  then .P(h; ⃗α = 0) G(r)
c ∝

1
Nr/2−1

Otherwise, mixed -scaling.N

Notice:

Here  is generating functional for connected 
correlators or cumulants, called CGF. 

W[J] = log Z[J]



Let’s explore another Duality!

Field picture:

Source picture:

Introduce Feynman rules to 
evaluate couplings  
in terms of .

gr(x1, ⋯, xr)
G(r)

c



A Brief glimpse into



Example: Finite width, i.i.d. parameters

Quartic coupling 
of NNFT

Effective action at leading order



Principles: Given , find NN architecture 
for this field theory at initialization.

S[ϕ]



Can we deform  parametrically?S[ϕ]

Parameter space Field spaceDual spaces

 is nonlocal operator, may depend on  
and its derivatives
𝒪ϕ ϕ

Dua
l d

es
cri

ptio
ns We want this 

outcome

How can we induce such 
an action deformation 

parametrically?



Let’s try…

Partition function of NNGP, given in parameter space. 

What can we change in the architecture to get the following partition function?

Try this: Infinite width , parameters identically drawn from lim N → ∞

Operator  violates CLT by breaking statistical independence!𝒪ϕθ



Example: Scalar  theoryλϕ4

Target action: 

Engineer architecture for NNGP

Parameter distributions 

Width .lim N → ∞

∇2 :=
∂2

∂x2



Example continued
2-pt function at NNGP is that of a free scalar field 

theory in d Euclidean dimensions and mass m.

To realize  theory as an action deformation of this NNGP, 
we need to insert the operator,

λϕ4

Let’s absorb this operator insertion into new CLT-breaking 
parameter distribution at .lim N → ∞

New partition function is

All new correlation functions are invariant under Euclidean invariance, permutation invariance, satisfy cluster 
decomposition, and reflection positivity (OS axioms). This NNFT is a NN quantum field theory!

Express  in parameter spaceϕa,b,c



Conclusion and outlooks

• Given NN architecture, we compute correlation functions in parameter space, and 
use the new Feynman rules to compute interaction terms in NN field action . 


• Given an interacting field theory action , we can design infinite width NNs to 
produce it by operator insertion through correlated parameter distributions. 


• As an example, we found an infinite width NN for  scalar field theory.


• We still need principles to design finite width NNs that result in (local) interacting 
field theory actions at initialization.

S[ϕ]

S[ϕ]

λϕ4



Thank you!
Questions?

Feel free to get in touch:

email: amaiti@seas.harvard.edu


Twitter: @AninditaMaiti7

web: https://aninditamaiti.github.io/


mailto:amaiti@seas.harvard.edu
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CGF and Edgeworth Method
Consider a sum over N random variables: 

Moment generating function of : ϕ

Cumulant generating functional of  is the 
log go the moment generating function: 

ϕ

Cumulant or connected statistical moment 
of : ϕ

Edgeworth method for probability density 
of  in terms of its cumulants:ϕ



Compute NNFT quartic for finite N, non-i.i.d. parameters

For statistical independence breaking hyper parameter , 
connected correlation functions at leading order 

α

Quartic coupling 
at leading order

It’s an infinite series sum! 
Cannot be truncated unless 
we impose more conditions 
on NN architecture. 



Compute  for an actual architectureS[ϕ]

Network output

Parameter distributions NN field theory action at leading order 


