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 From few to many in Cold Atoms

Similarities:
         Homogeneous bulk properties incorporated into DFT
         gradient expansion, …
Differences:
          Nuclei and Bosons are self-bound,  
               electrons and SU(2) fermions are not
          Nuclei are superfluid - pairing in finite systems
Exploring the transition from few to many in cold atoms?

Different challenges
Scale invariance simplifies the density functional
Study problems that are ‘exactly’ solvable

SU(2) Fermions
Bosons
[ or SU(N) fermions
   at T=0 ]



Homogeneous Unitary Fermi Gas
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V0 can be tuned across BCS (| V0 | ~ 0) to BEC (- V0 >> EF)
Concentrate on unitarity : zero energy bound state
                                     infinite scattering length
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to interparticle spacing so that the short range structure
of the interaction is unimportant; the results are com-
pletely determined by the form of the kinetic energy and
the scattering length. For an N3

k lattice, the equivalent
Hamiltonian is

H =
1

N3
k

X

k,j,m,s

 †
js ms✏ke

ik·(rj�rm) + U
X

i

ni"ni# .

(2)
Here  js is the destruction operator for a fermion of spin
s on lattice site at position rj . For odd lattice sizes
Nk = 2Nc + 1, the k are given by 2⇡

L (nxx̂+ nyŷ + nzẑ)
with �Nc  nx, ny, nz  Nc. The k space destruction

operators are cks = N
�3/2
k

P
j e

�ik·rj js, and the den-

sity operators are nis =  †
is is.

To reach the continuum limit, we need to take the limit
of zero particle density, ⇢ ⌘ N/N3

k ! 0, in the context of
the Hubbard model (i.e., replace L by Nk). Equivalently,
because of scale invariance, we can think of the system as
a discretized representation of a supercell with fixed size
L, and take the k-space cuto↵ to infinity. In either case,
we then take the number of particles, N , to infinity. In
this limit only the behavior of ✏k for k ⌧ 2⇡

↵ is important,
where ↵ ⌘ L/Nk is the lattice spacing. Thus a variety
of kinetic energy forms can be used as long as they are
quadratic for k much smaller than the cuto↵. In this
work we present results for

✏
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2m
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(4)
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[3� cos(kx↵)� cos(ky↵)� cos(kz↵)] .(3)

The superscript 2 and 4 indicate the highest power of k,
while ✏(h) is the Hubbard model hopping kinetic energy
o↵set by a constant so that it is zero at k = 0.

For two particles, the Hamiltonian is separable, and
the solution of the Lippmann-Schwinger equation for low-
energy s-wave scattering gives the phase-shift equation,

k cot �0 = � 4⇡~2
mU↵3

"
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where P indicates the principal parts integration, and the
k space sums are cut o↵ by the lattice spacing ↵. The
e↵ective range expansion is

k cot �0 = �a�1 + 1
2k

2re + ... (5)

where a is the scattering length and re the e↵ective range.
Since we are interested in the unitary limit, we adjust

U to have a�1 = 0. Both ✏
(2)
k and ✏

(h)
k have nonzero

e↵ective ranges. The extra parameter � in ✏
(4)
k can be

adjusted to make the e↵ective range zero. The values for
the parameters are given in table I.

Energy U 2m↵2

~2 � re↵
�1

✏(h)k -7.91355 - -0.30572

✏(2)k -10.28871 - 0.33687

✏(4)k -8.66605 0.16137 0.00000

TABLE I. The parameters that give infinite scattering length
for two particles in an infinite lattice for the various kinetic
energies. The � value for the ✏(4)k kinetic energy has been
adjusted to give zero e↵ective range, re.

The AFQMC algorithm uses branching random walks
to project the ground state from an initial trial state with
the imaginary-time operator exp[�H⌧ ]. Because the in-
teraction is attractive, there is no fermion sign problem
for equal numbers of up and down fermions studied here,
and no path constraint is required. A walker is a set of
N single-particle orbitals. Initially, the orbitals for the
up spin particles are taken to be identical to those for
the down spin particles. The two-body interaction term
is broken up using a Hubbard-Stratonovich (HS) trans-
formation which has only positive weights, and treats the
up and down spin particles identically. Therefore, the up
spin orbitals remain identical to the down spin orbitals
during the propagation. We will show below that the
usual form for a singlet paired BCS trial function also
gives no fermion sign problem.
The walker states are given by specifying the orbital

coe�cients. These can be specified on the real space lat-
tice �n,j or as momentum space coe�cients �̃n,k related
to each other by a discrete Fourier transform. If we begin
with real orbitals on the real space lattice, the orbitals
remain real when propagated. The momentum space or-
bitals therefore satisfy �̃n,�k = �̃⇤n,k. The orbitals are
orthonormalized at each step. This is needed to limit
roundo↵ error, but the mathematical expressions are cor-
rect without it. The orthonormal orbitals therefore sat-
isfy

P
k �̃

⇤
n,k�̃m,k = �nm, and the corresponding opera-

tors, wns =
P

k �̃n,kcks, satisfy {wns, w
†
ms0} = �nm�ss0 .

The walker state is

|W i =
N/2Y

n=1

w†
n"w

†
n#|0i . (6)

Because N ⌧ N3
k and because the imaginary-time his-

tory of the walk need not be retained, this formalism is
much more e�cient than the usual lattice formulations
for the ground state of dilute gases.
Using a discrete HS transformation[27], the potential

energy propagator is
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`Exact’ T=0 Algorithm:  Auxiliary Field Monte Carlo
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where tanh2 u = � tanh
�
U�t
4

�
. The kinetic energy prop-

agator is

GT (�t) = exp

"
�
X

k
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⇣
c†k"ck" + c†k#ck#

⌘
�t

#
. (8)

Given a choice of one of the N3
k set of fields, the ap-

plication of the Trotter breakup of one term of the prop-
agator on a walker |W i gives another walker |W 0i times
a weight w0({�},W ) that depends on the set of HS vari-
ables {�} and |W i,

G({�},�t)|W i ⌘ GT (
�t
2 )GV ({�},�t)GT (

�t
2 )|W i

! w0({�},W )|W 0i . (9)

The propagation above consists of (1) Multiply each
�̃n,k by exp(� 1

2✏k�t). (2) Fast Fourier transform to
obtain �n,i in real space. (3) Multiply each �n,i by
exp

�
2u�i � 1

2U�t
�
. (4) Fast Fourier transform to ob-

tain �̃n,k in momentum space. (5) Multiply each �̃n,k by
exp(� 1

2✏k�t). (6) Update the weight from non-operator
terms.

Including importance sampling reduces the fluctua-
tions, by changing the sampling so that it is non-uniform,
without biasing the results. We want to sample walkers
|W i from h T |W ihW | (t)i where

| (t+�t)i = e�(H�ET )�t| (t)i (10)

The contribution of a walker |W i at the next time step
is then
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We want to sample the set of HS variables {�}, from
the unnormalized probability distribution given by the
square brackets. The normalization which, to order �t2

is the local energy expression e�(
1
2 [EL(W )+EL(W 0)]�ET )�t,

will give the weight of the sampled walkers. Once we
have sampled the {�} values, the new normalized walker
is given by the second term of Eq. 11. We make sure
that regions where the trial function is small are sampled
adequately to eliminate trial-function bias.

The particle projected BCS state is

|BCSi =
"
X

k

fkc
†
k"c

†
�k#

#N/2

|0i , (12)

where fk = vk/uk in the usual notation. The overlap of
a walker with the BCS state is

hW |BCSi = h0|
N/2Y
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The contraction needed is wns0c
†
ks = �̃n,k�ss0 . The two

creation operators in the BCS pair must be contracted
with some wm" and some wn#, giving a term

Anm = wn#wm"
X

k
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†
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†
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=
X

k

�̃n,�kfk�̃m,k =
X

k
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(14)

Taking all the di↵erent possible full contractions,

hW |BCSi = detA , (15)

where the elements of the N
2 ⇥ N

2 matrix A are the Anm

of Eq. 14.
The overlap, Eq. 15, is positive when, as in the stan-

dard singlet paired BCS solutions, fk � 0. We write
detA = det

⇥
BB†⇤ where B† is the hermitian conjugate

matrix of B and the matrix elements of the N
2 ⇥N3

k ma-

trix B are Bnk = �̃n,k
p
fk . Applying the Cauchy-Binet

theorem, each of the determinants of the submatrices of
B is multiplied by the determinant of the corresponding
hermitian conjugate submatrix. The determinant of A is
a sum of positive terms, so that our BCS trial function
gives no sign problem.
Two estimates of the energy are used, the growth en-

ergy just measures the growth of the weights in the ran-
dom walk. The local energy can be calculated using con-
tractions similar to those above. Other observables can
be calculated similarly. A complete derivation for a gen-
eral BCS state will be published elsewhere. Here we give
the result

EL(W ) =
hW |H|BCSi
hW |BCSi = 2tr

⇥
A�1C
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+ U
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q

�
tr
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where Dnm(q) =
P

k �̃
⇤
n,k+qfk�̃m,k+q, Cnm =

P
k �̃

⇤
n,k✏kfk�̃m,k, and Enm(q) =

P
k �̃

⇤
n,k+qfk�̃m,k.

The matrix elements of D and E are convolutions which
are e�ciently computed with fast Fourier transforms.
The computational cost of using the BCS | T i is sim-
ilar to using a single Slater determinant.
We have calculated the ground-state energy for dif-

ferent particle numbers and lattice sizes. The time-step
errors have been extrapolated to zero within statistical
errors, and walker population biases have been checked
and were found to be negligible for the population sizes
used. The imaginary time step is ⇡ 0.01 - 0.05 E�1

F , the
total propagation time is of order 10 - 30 E�1

F and 2,000-
20,000 random walkers are used in the simulations.
For N = 4, we found that the use of BCS importance

functions reduced the statistical error by a factor of 10, or
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One step of the algorithm:
multiply by exp [ - T dt / 2 ]
         momentum space
Auxiliary field for exp [ -V dt ]
         coordinate space
multiply by exp [ - T dt /2 ]
         momentum space

Use importance sampling with
BCS wave function

exact for unpolarized systems

Different effective ranges
No sign problem for
   attractive interactions
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At unitarity (infinite scattering length) the ratio of the energies of interacting and
noninteracting Fermi gases E/E

FG

is typically called the Bertsch parameter ⇠.32)

3.1. Unitarity

0 0.1 0.2 0.3 0.4
ρ

1/3 = αN1/3/L

0.32

0.34

0.36

0.38

0.40

 ξ
 

N = 38
N = 48
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εk
(4)

εk
(h)

εk
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Fig. 1. AFMC lattice calculations of the unitary Fermi Gas ⇠ parameter, updated from Ref. 23).
Symbols are for di↵erent kinetic terms as a function of particle number and lattice size. The
lattice spacing is denoted as ↵. Simulations have been performed with L3 lattices, for di↵erent
values of lattice length L in each direction; open symbols are for even L=16,20,24; closed are
for odd L (see text). All extrapolations are consistent with ⇠ = 0.372(5).

A history of results for the Bertsch parameter is given in Ref. 28). The first
DMC calculation used up to 40 particles and a modified Poeschl-Teller potential
with k

F

r
e

⇡ 0.3, where r
e

is the e↵ective range of the interaction, and yielded a
fixed-node energy of ⇠ = 0.44(1).17) Subsequent DMC calculations used improved
trial functions, larger particle numbers, and better extrapolations to k

F

r
e

! 0 to
yield ⇠ = 0.40(1).33) The best present DMC result is from the calculations of Ref.
34), while an updated extrapolation to r

e

! 0 gives ⇠ = 0.390(1)35) for an upper
bound. This calculation also carefully compared results at finite particle number to
a superfluid Local Density Approximation (LDA) to extrapolate to large N. It was
found that calculations for N = 38 or larger are very close to the thermodynamic
limit.

There is also a substantial history of lattice simulations, both for the ground-
state,22), 36), 37), 38), 24) and at finite temperature.21), 39) The earliest ground-state cal-
culations estimated ⇠ = 0.25(3), for systems up to 22 particles on lattices up to
63. The recent calculations of Ref. 23) use branching random walks and a BCS
trial function and importance sampling for systems of 66 particles on lattices up to

Homogeneous Gas:  ξ and effective range

Carlson, Gandolfi, Schmidt, and Zhang,  PRA 2011
Carlson, Gandolfi, and Gezerlis, PTEP 2012

E(kF re)/EFG = ⇠ + SkF re + ...

⇠ = 0.372± 0.005
S = 0.12± 0.01

S

� = 0.376(0.005)
arXiv:1110.3309 (Hu, et al)
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Spin excitations are high energy 
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Density Functional for unpolarized systems
with µ0[n(x)] = (n0)−1[n(x)] and E1[n(x)] = −P1(µ0[n(x)]). This yields

E(x) = n(x)V (x)+
3 ·22/3

55/3mc2/30
n(x)5/3−

4
45
2c1−9c2
mc0

(∇n(x))2

n(x)
−
12
5

c2
mc0

∇2n(x) . (13)

The first two terms correspond to the local density approximation (LDA) and the terms propor-

tional to c1 and c2 are the leading correction to the LDA involving derivatives of the density. We

note that the last term proportional to ∇2n(x) does not contribute to the total energy of a finite

system.

III. EPSILON EXPANSION

A. Lagrangian and Feynman rules

At unitarity the determination of c1 and c2 is a non-perturbative problem, and we will perform

the calculation using an expansion around d = 4− ε spatial dimensions [11, 12]. The epsilon

expansion has proven to be useful in calculating the equation of state [13], the critical temperature

[14], few-body scattering observables [15], and the phase structure of spin-polarized systems [16].

Our starting point is the lagrangian

L =Ψ†
[

i∂0+σ3
∇⃗2

2m

]

Ψ+µΨ†σ3Ψ+
(

Ψ†σ+Ψφ+h.c.
)

−
1
C0
φ†φ , (14)

where Ψ = (ψ↑,ψ
†
↓)
T is a two-component Nambu-Gorkov field, σi are Pauli matrices acting in

the Nambu-Gorkov space, σ± = (σ1± iσ2)/2, φ is a complex boson field, and C0 is a coupling

constant. In dimensional regularization the fermion-fermion scattering length becomes infinite for

1/C0→ 0.

The epsilon expansion is based on the observation that the fermion-fermion scattering ampli-

tude near d = 4 dimensions is saturated by the propagator of a boson with mass 2m. The coupling

of the boson to pairs of fermions is given by

g=

√
8π2ε
m

(

mφ0
2π

)ε/4
. (15)

In the superfluid phase φ acquires an expectation value φ0 = ⟨φ⟩. We write the boson field as

φ= φ0+gϕ. The lagrangian is split into a free part

L0 =Ψ†
[

i∂0+σ3
∇⃗2

2m
+φ0(σ+ +σ−)

]

Ψ+ϕ†
(

i∂0+
∇⃗2

4m

)

ϕ , (16)

5

Rupak and Schaefer  Nucl.Phys.A816:52-64,2009 
            arXiv:0804.2678 

Epsilon expansion at unitarity

−(∂n)/(∂µ) at NLO in the epsilon expansion. This means that we can use the curvature terms to

fix the low energy constants c1 and c2. In order to be consistent with the low energy theorems we

have to perform the matching in d = 4− ε dimensions. The low energy effective Lagrangian in d

dimensions is

L = c0md/2X1+d/2+ c1md/2−1
(⃗∇X)2

X2−d/2
+

c2
m2−d/2

[

(

∇2ϕ
)2−d2m∇2V

]

Xd/2−1 . (46)

The powers of m and X follow from the scaling dimension of the fields. The factor d2 in the c2-

term is a non-trivial consequence of conformal invariance in d dimensions [10]. In d dimensions

the relation between c0 and ξ= µ/εF is

c0 =
2

(2π)d/2Γ(2+d/2)ξd/2
. (47)

The two NLO parameters c1,c2 can be related to the momentum dependence of the phonon dis-

persion relation and the static susceptibility. In d dimensions we find

q0 = vsq
[

1− 4
d(d+2)c0

(

c1+
d
2
c2
)

q2

mµ

]

(48)

and

χ(q) = −
d(d+2)c0

4
md/2µd/2−1

[

1+
8

d(d+2)c0

(

c1−d2
(

d
2
−1
)

c2
)

q2

mµ

]

. (49)

We can now match the curvature terms in equ. (44) and (45) to equ. (48) and (49). From the

phonon dispersion relation we get

c1+
d
2
c2 = −

d(d+2)c0
64

(

1− ε
4

)

. (50)

Matching the static susceptibility gives

c1+
d
2
c2 = c1−d2

(

d
2
−1
)

c2 . (51)

This implies that c2 vanishes to NLO in the epsilon expansion c2/c1 = O(ε2). This is (barely)

consistent with the constraint c2 > 0 [10]. The ratio c1/c0 is given by

c1
c0

= −
3
8

(

1−
2ε
3

+ . . .

)

. (52)

At NLO we obtain the following density functional for non-relativistic fermions at infinite scatter-

ing length

E(x) = n(x)V (x)+1.364 n(x)
5/3

m
+0.022 (∇n(x))2

mn(x)
+O(∇4n) . (53)
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It is interesting to compare this result to the density functional for non-interacting fermions [17]

EETF(x) = n(x)V (x)+2.871
n(x)5/3

m
+0.014

(∇n(x))2

mn(x)
+0.167

∇2n(x)
m

+O(∇4n) , (54)

which is known at the “extended Thomas-Fermi model” (ETF). The energy of N fermions in a

spherically symmetric harmonic trap is

E =

√

ξ
4
ω(3N)4/3

(

1+
cs

(3N)2/3
+ . . .

)

, (55)

where ξ≃ 0.475 (see equ. (23)) and cs =−(32c1)/(5c0ξ)≃ 1.68 at NLO in the epsilon expansion.

The result for free fermions is

EETF =
1
4
ω(3N)4/3

(

1+
1

2(3N)2/3
+ . . .

)

, (56)

We observe that the coefficient of the N4/3 term in the ETF functional is larger than the corre-

sponding coefficient in the unitarity limit. This simply reflects the fact that the interaction between

the fermions is attractive and ξ < 1. What is more surprising is the fact that the ETF functional

corresponds to a significantly smaller value of cs. Numerical results for up to N = 30 harmon-

ically trapped fermions can be found in [18, 19, 20]. For small N the corrections to the local

density approximation are not very well fit by a N−2/3 contribution, and the authors of [18, 19]

did not attempt to extract ξ and cs independently. Under the assumption that the data can be de-

scribed by E = ξEETF they find values ξ≃ (0.47−0.50) which are larger than the commonly ac-

cepted bulk value ξ≃ (0.40−0.44) [21, 22, 23, 24]. On the other hand, accepting the bulk value

ξ = (0.40− 0.44) implies larger values of cs than the one predicted by the extended Thomas-

Fermi model. Taking E(N = 20) = (41.3− 43.2)ω from [18, 19] and ξ = (0.40− 0.44) gives

cs = (0.9− 2.5), consistent with our result cs = 1.68. We note that the data of [18, 19, 20] are

even better fit by a functional of the form E(N) = ω
√

ξ/4 · (3N)4/3(1+ c/(3N)1/3). A correction

of the form 1/N1/3 cannot be obtained from a local energy density functional of the form given

in equ. (13), nor is it compatible with the structure of non-leading terms in N generally assumed

in the literature [25, 26]. It is an interesting challenge to determine whether more complicated

functionals (see Sec. V) can yield corrections to the energy of N harmonically trapped fermions

that scale as 1/N1/3.
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compare to free fermions

Note increase in coefficient of gradient term at unitarity
        compared to free Fermi gas 

c2 ⇡ 0



Change notation: 

Free fermions (BCS limit)

Free bosons (BEC limit M = 2m)

~2/(2m) ! 1

see also M. Forbes arXiv:1211.3779
for treatment with Superfluid Local Density Approximation

We use only bosonic degrees of freedom
   no single-particle orbital summation for the density.

The gradient term is exactly like
the kinetic term in the Gross–Pitaevskii equation (BECs).
The density functional is scale invariant:     1/length5

E = V (r)⇢(r) + ⇠ (3⇡2)2/3⇢5/3 + c2 r⇢1/2 ·r⇢1/2 + ...

c2 = 0.111

c2 = 0.5



Computing the static response from weak external potentials

V (r) = V0 EF cos(k · r)

E(V0) = E0 �
P

f h0|V (r)|fihf |V (r)|0i
Ef � E0

E(V0) = E0 �
Z

d! S(k,!)/!

At low q,  E(V0) determined by compressibility (ξ )
Next order in q determined by cg

Use AFMC to compute the energy for weak/moderate external potentials
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FIG. 2. (Color online) Energy of the unitary Fermi gas in a
periodic potential versus strength of the interaction for q =
kF /2 (lower curves) and q = kF (upper curves). Quantum
Monte Carlo calculations are shown as symbols. The bands
are density functional results for E2 using c2 = 0.30(5) and
for E4 with c2 and c4 extracted from fits to all the bulk QMC
data. See the text for details. The error ellipse obtained for
c2 and c4 from the fit is shown in the inset.

blue solid line indicates results expected in the local den-
sity approximation without gradient terms, entirely de-
termined by ⇠. The break in this line represents the point
at which the density separates into quasi two-dimensional
sheeets. The results of the DMC and AFMC calculations
are shown as open and closed symbols respectively.

Using the coe�cient c2 obtained for weak external
fields, the QMC calculated energies for q = 0.5 kF are
well reproduced by this density functional for the whole
range of V0 (lower solid band). This simple density func-
tional is expected to work very well for systems where
|r⇢/(kF ⇢)| << 1 everywhere. In Fig. 2 it is evident that
for the larger q = kF , the E2 density functional begins to
fail, particularly at larger V0. In this region the higher
order gradient corrections are becoming important.

The first correction to the simple gradient density func-
tional E2 (Eq. 3) is of order q4 [27]. It is natural to find
the energies at higher momenta smaller than those given
by E2, this behavior would be expected based on the typi-
cal roton-phonon spectrum [3, 33]. Using the scale invari-
ance of the density functional and a Negele-Vautherin[34]
expansion for the density functional in terms of gradients,
we add another term

E4 = E2 + c4
r2⇢1/2r2⇢1/2

⇢2/3
, (4)

with the same dimensions as E2. This additional term is
attractive (c4 < 0) since the quasiparticle spectrum lies
lower than the simple linear behavior with increasing q.

We perform a simultaneous fit of c2 and c4 in E4 to all
the AFMC data to obtain the error ellipse shown in the
inset of Fig. 2. For each pair of values c2 and c4 a stan-
dard DFT calculation of the density is first performed
setting c4 = 0, then the energy contribution from the c4
term in E4 is calculated perturbatively from this density

FIG. 3. (Color online) Densities of the unitary Fermi gas
in external potentials of frequency kF /2 (upper row) and kF
(middle row) for potential strengths V0 = 0, 0.25, 0.4, and
0.8 from left to right. The lower row shows the predicted
density distributions (in the z=0 plane) for systems of 8, 14,
30, and 50 fermions (left to right) in a harmonic trap. Scale
invariance requires the energies depend only upon the shape
of the density distribution, except for an overall scale of ⇢2/3.

distribution. Since the q4 term in E4 term is attractive,
we must evaluate it perturbatively as it is unstable to
high-frequency oscillations. Higher-order terms includ-
ing those associated with the contact would stabilize the
system [35].
The extracted error ellipse for these parameters shows

a strong correlation since a larger value of c2 requires
a more attractive value of c4. The solid and vertical
hatched regions give the error bands for E2 and E4, re-
spectively. The E4 density functional provides an excel-
lent fit to all the data, with a �2 per degree of freedom
near one. The width of the bands in the main figure
represent varying the coe�cients within the quoted un-
certainties (the inset ellipse for E4).
The density functional can then be used to predict

the densities of inhomogeneous matter and properties of
small numbers of fermions trapped in harmonic wells.
Observing the densities in an external field should be
an accurate way to measure the coe�cients in the den-
sity functional. The densities for both inhomogeneous
matter and small trapped systems are shown in Fig. 3.
The upper two rows illustrate the transition from three
towards two dimensional systems with increasing V0 for
external potentials of momenta kF /2 and kF , and the
bottom row shows the densities of small systems trapped
in a harmonic potential.
To check the predictions for trapped fermions, we cal-

culate systems of fermions at unitarity in a harmonic trap
from 4 to 80 particles (Fig. 4). The square of the ratio
of the energy at unitarity to the Thomas Fermi energy
for free fermions, ETF = !(3N)4/3/4, is plotted as a
function of the number of particles. This ratio should
approach the bulk (LDA) limit as the size of the sys-
tem increases. The DMC results are shown as blue open
circles in the figure, and the AFMC results are shown
as diamonds. For N > 8, both our DMC and AFMC
results are significantly lower than those obtained previ-

Include calculations at higher q:  q/kF ~ 1
Lowest order gradient correction no longer sufficient
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FIG. 2. (Color online) Energy of the unitary Fermi gas in a
periodic potential versus strength of the interaction for q =
kF /2 (lower curves) and q = kF (upper curves). Quantum
Monte Carlo calculations are shown as symbols. The bands
are density functional results for E2 using c2 = 0.30(5) and
for E4 with c2 and c4 extracted from fits to all the bulk QMC
data. See the text for details. The error ellipse obtained for
c2 and c4 from the fit is shown in the inset.

blue solid line indicates results expected in the local den-
sity approximation without gradient terms, entirely de-
termined by ⇠. The break in this line represents the point
at which the density separates into quasi two-dimensional
sheeets. The results of the DMC and AFMC calculations
are shown as open and closed symbols respectively.

Using the coe�cient c2 obtained for weak external
fields, the QMC calculated energies for q = 0.5 kF are
well reproduced by this density functional for the whole
range of V0 (lower solid band). This simple density func-
tional is expected to work very well for systems where
|r⇢/(kF ⇢)| << 1 everywhere. In Fig. 2 it is evident that
for the larger q = kF , the E2 density functional begins to
fail, particularly at larger V0. In this region the higher
order gradient corrections are becoming important.

The first correction to the simple gradient density func-
tional E2 (Eq. 3) is of order q4 [27]. It is natural to find
the energies at higher momenta smaller than those given
by E2, this behavior would be expected based on the typi-
cal roton-phonon spectrum [3, 33]. Using the scale invari-
ance of the density functional and a Negele-Vautherin[34]
expansion for the density functional in terms of gradients,
we add another term

E4 = E2 + c4
r2⇢1/2r2⇢1/2

⇢2/3
, (4)

with the same dimensions as E2. This additional term is
attractive (c4 < 0) since the quasiparticle spectrum lies
lower than the simple linear behavior with increasing q.

We perform a simultaneous fit of c2 and c4 in E4 to all
the AFMC data to obtain the error ellipse shown in the
inset of Fig. 2. For each pair of values c2 and c4 a stan-
dard DFT calculation of the density is first performed
setting c4 = 0, then the energy contribution from the c4
term in E4 is calculated perturbatively from this density

FIG. 3. (Color online) Densities of the unitary Fermi gas
in external potentials of frequency kF /2 (upper row) and kF
(middle row) for potential strengths V0 = 0, 0.25, 0.4, and
0.8 from left to right. The lower row shows the predicted
density distributions (in the z=0 plane) for systems of 8, 14,
30, and 50 fermions (left to right) in a harmonic trap. Scale
invariance requires the energies depend only upon the shape
of the density distribution, except for an overall scale of ⇢2/3.

distribution. Since the q4 term in E4 term is attractive,
we must evaluate it perturbatively as it is unstable to
high-frequency oscillations. Higher-order terms includ-
ing those associated with the contact would stabilize the
system [35].
The extracted error ellipse for these parameters shows

a strong correlation since a larger value of c2 requires
a more attractive value of c4. The solid and vertical
hatched regions give the error bands for E2 and E4, re-
spectively. The E4 density functional provides an excel-
lent fit to all the data, with a �2 per degree of freedom
near one. The width of the bands in the main figure
represent varying the coe�cients within the quoted un-
certainties (the inset ellipse for E4).
The density functional can then be used to predict

the densities of inhomogeneous matter and properties of
small numbers of fermions trapped in harmonic wells.
Observing the densities in an external field should be
an accurate way to measure the coe�cients in the den-
sity functional. The densities for both inhomogeneous
matter and small trapped systems are shown in Fig. 3.
The upper two rows illustrate the transition from three
towards two dimensional systems with increasing V0 for
external potentials of momenta kF /2 and kF , and the
bottom row shows the densities of small systems trapped
in a harmonic potential.
To check the predictions for trapped fermions, we cal-

culate systems of fermions at unitarity in a harmonic trap
from 4 to 80 particles (Fig. 4). The square of the ratio
of the energy at unitarity to the Thomas Fermi energy
for free fermions, ETF = !(3N)4/3/4, is plotted as a
function of the number of particles. This ratio should
approach the bulk (LDA) limit as the size of the sys-
tem increases. The DMC results are shown as blue open
circles in the figure, and the AFMC results are shown
as diamonds. For N > 8, both our DMC and AFMC
results are significantly lower than those obtained previ-

Higher-order gradients



Can apply density functional to arbitrary external potentials:

q=kF/2
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FIG. 2. (Color online) Energy of the unitary Fermi gas in a
periodic potential versus strength of the interaction for q =
kF /2 (lower curves) and q = kF (upper curves). Quantum
Monte Carlo calculations are shown as symbols. The bands
are density functional results for E2 using c2 = 0.30(5) and
for E4 with c2 and c4 extracted from fits to all the bulk QMC
data. See the text for details. The error ellipse obtained for
c2 and c4 from the fit is shown in the inset.

blue solid line indicates results expected in the local den-
sity approximation without gradient terms, entirely de-
termined by ⇠. The break in this line represents the point
at which the density separates into quasi two-dimensional
sheeets. The results of the DMC and AFMC calculations
are shown as open and closed symbols respectively.

Using the coe�cient c2 obtained for weak external
fields, the QMC calculated energies for q = 0.5 kF are
well reproduced by this density functional for the whole
range of V0 (lower solid band). This simple density func-
tional is expected to work very well for systems where
|r⇢/(kF ⇢)| << 1 everywhere. In Fig. 2 it is evident that
for the larger q = kF , the E2 density functional begins to
fail, particularly at larger V0. In this region the higher
order gradient corrections are becoming important.

The first correction to the simple gradient density func-
tional E2 (Eq. 3) is of order q4 [27]. It is natural to find
the energies at higher momenta smaller than those given
by E2, this behavior would be expected based on the typi-
cal roton-phonon spectrum [3, 33]. Using the scale invari-
ance of the density functional and a Negele-Vautherin[34]
expansion for the density functional in terms of gradients,
we add another term

E4 = E2 + c4
r2⇢1/2r2⇢1/2

⇢2/3
, (4)

with the same dimensions as E2. This additional term is
attractive (c4 < 0) since the quasiparticle spectrum lies
lower than the simple linear behavior with increasing q.

We perform a simultaneous fit of c2 and c4 in E4 to all
the AFMC data to obtain the error ellipse shown in the
inset of Fig. 2. For each pair of values c2 and c4 a stan-
dard DFT calculation of the density is first performed
setting c4 = 0, then the energy contribution from the c4
term in E4 is calculated perturbatively from this density

FIG. 3. (Color online) Densities of the unitary Fermi gas
in external potentials of frequency kF /2 (upper row) and kF
(middle row) for potential strengths V0 = 0, 0.25, 0.4, and
0.8 from left to right. The lower row shows the predicted
density distributions (in the z=0 plane) for systems of 8, 14,
30, and 50 fermions (left to right) in a harmonic trap. Scale
invariance requires the energies depend only upon the shape
of the density distribution, except for an overall scale of ⇢2/3.

distribution. Since the q4 term in E4 term is attractive,
we must evaluate it perturbatively as it is unstable to
high-frequency oscillations. Higher-order terms includ-
ing those associated with the contact would stabilize the
system [35].
The extracted error ellipse for these parameters shows

a strong correlation since a larger value of c2 requires
a more attractive value of c4. The solid and vertical
hatched regions give the error bands for E2 and E4, re-
spectively. The E4 density functional provides an excel-
lent fit to all the data, with a �2 per degree of freedom
near one. The width of the bands in the main figure
represent varying the coe�cients within the quoted un-
certainties (the inset ellipse for E4).
The density functional can then be used to predict

the densities of inhomogeneous matter and properties of
small numbers of fermions trapped in harmonic wells.
Observing the densities in an external field should be
an accurate way to measure the coe�cients in the den-
sity functional. The densities for both inhomogeneous
matter and small trapped systems are shown in Fig. 3.
The upper two rows illustrate the transition from three
towards two dimensional systems with increasing V0 for
external potentials of momenta kF /2 and kF , and the
bottom row shows the densities of small systems trapped
in a harmonic potential.
To check the predictions for trapped fermions, we cal-

culate systems of fermions at unitarity in a harmonic trap
from 4 to 80 particles (Fig. 4). The square of the ratio
of the energy at unitarity to the Thomas Fermi energy
for free fermions, ETF = !(3N)4/3/4, is plotted as a
function of the number of particles. This ratio should
approach the bulk (LDA) limit as the size of the sys-
tem increases. The DMC results are shown as blue open
circles in the figure, and the AFMC results are shown
as diamonds. For N > 8, both our DMC and AFMC
results are significantly lower than those obtained previ-
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What about finite systems?

Consider a small number of particles trapped in a harmonic oscillator :

The density functional makes a unique prediction:

No knowledge of (fermionic) shell closures.
Pairing dominates - effectively bosonic DOF only.
Clear approach to the bulk limit.

Does this work and for what N?

Compare DFT prediction to AFMC calculations.
Simple dimensional analysis for large N:  (E/ ETF)2 → ξ
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ously by Endres, et al.[36], Blume, et al.[37], Chang and
Bertsch[38], and by Mukherjee and Alhassid[39]. The
AFMC calculations extend to much lower temperature
T than previous lattice calculations, and are averaged
from !/T ⇡ 4� 10.

The DMC calculations include a more sophisticated
trial wave function than used previously. It includes pair-
ing both in a single-particle orbitals as typically used in
atomic nuclei and pairing based upon the local density
approximation. The variational wave function for the
system in the trap has pairing orbitals with the following
form:
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where ni are HO quantum numbers of the i-th state,
R = |r1 + r2|/2, r = |r1 � r2|, and the function kF (R)
is the local momentum as a function of the center of

mass of the pair: kF (R) =
h

1
~⇠ (⇠EF � !2R2/2)

i1/2
, and

the function �(r) has the same form of Ref. [23]. The
variational parameters di, ↵i and �i are optimized, and
simulations at di↵erent e↵ective ranges to extract the
zero-range limit. If we simplify our calculations to the
simple trial function used in [37] and [38], we reproduce
their higher energies.

The AFMC lattice calculations are exact but subject to
finite lattice size errors. Two sets of AFMC calculations
are shown, one using the q2 dispersion relation, the other
using the q2 + q4 dispersion discussed in [13]. The finite-
size energy correction for the q2 dispersion is proportional
to the e↵ective range and to the lattice spacing, it is given
by:

�EHO(N)/ETF = �2048N1/6!1/2Sre
525⇥ 35/6⇡⇠3/4

. (6)

Numerically this yields �E(N)/ETF ⇡ 0.0388 !1/2N1/6

for S = 0.12, ⇠ = 0.37, and re = 0.337a (a is the lattice
spacing), the correction is approximately a 2% lowering
of the QMC energy. The value of S is extracted from
Refs. [13, 40]. Similar corrections have been applied in
the bulk, they are significantly smaller than the statisti-
cal errors.

Similarly the q4 propagator requires a correction from
pairs of finite momentum, which for small lattice sizes
lowers the energy from the continuum behavior. Cal-
culating the energy of a pair with finite momentum
yields a correction �E(N)/E = ⇣2a2(5/6)hK2k2i, where
⇣ = 0.16137 is the coe�cient of the k4 term in the prop-
agator, and k2 and K2 are the average square momenta
of particles and pairs respectively. The former can be
estimated from the simulation and the latter from the
calculated total energy using the virial theorem. In this
case the correction yields an approximately 1% increase
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FIG. 4. (Color online) Ground-state energy (E(N)/ETF )
2 of

trapped fermions at unitarity vs. particle number N. Present
DMC calculations are shown as open circles, and AFMC cal-
culations as diamonds. Density functional results E2 and E4

are shown (see text). The inset shows the extrapolation of
the same data to the bulk (large N) limit.

in the energy. This correction is numerically consistent
with zero for homogeneous systems as shown by calcula-
tions of two species of unequal mass [41, 42]. The two
sets of AFMC energies calculated with di↵erent disper-
sions agree within error bars. The corrections for the
periodic external potential are much smaller than the er-
ror bars since the external interaction confines the system
in only one dimension.

The QMC results for small clusters are compared with
the predictions from the two di↵erent density functionals
E2 and E4 in Fig. 4. In the local density approximation
the ratio of squared energies is a constant ⇠ for any N, the
arrow indicates the bulk value of ⇠ applicable in the large
N limit. The results for E2 are shown as the upper solid
band, and the predictions from E4 are shown as the lower
vertical hatched band. This density functional provides
an excellent description of the small trapped systems, the
c4 term is much more important in this case.

As we can see in Fig. 4 our calculations yield no sig-
nificant shell e↵ects or breaks in the curve of E/ETF

curve versus the number of particles. In the BCS limit
there would be sharp breaks of the energy with particle
number, with closed shells at N = 2, 8, 20, 40, ... for a
harmonic oscillator external potential. Shell closures are
a natural expectation for many fermionic systems, even
those with significant pairing like atomic nuclei or inho-
mogeneous neutron matter [43]. In the unitary Fermi
gas, however, the shell breaks appear quite small, fur-
ther justifying the density functional in terms of the lo-
cal density and its gradients. This is to be expected
for large systems, where the coherence length is much
smaller than the system size. Even for small systems,
it would appear that unpaired fermions cannot propa-
gate significantly. This physics has a natural analogue in
neutron-rich atomic nuclei, where the pairing gaps play
an increasingly important role compared to shell gaps as
the number of neutrons increase.

In summary, we find find that the density functional of
the Unitary Fermi gas is strongly constrained by the scale
invariance of the system and the large pairing gap for sin-

AFMC results for trapped fermions

Fourth order density functional gives excellent predictions for N ~ 10 and larger.
Correct approach to bulk ξ. 
No evidence of shell gaps - isolated fermions cannot propagate across the system.
Works for much smaller N than typical nuclear density functionals.



Summary of Fermions at Unitarity

Low-Energy degrees of freedom are phonons in UFG

Scale invariance ties linear response to complete functional

cg = 0.3-0.4 
       compared to 0.111 for BCS (free fermions)
                          0.50   for BEC (free bosons of mass 2m)

Quadratic corrections important for trapped fermions

No evidence for significant shell structure (large pairing gap)
    in the unitary Fermi Gas, even for small systems



Unitary Bosons

2-body attractive interaction
tuned to unitarity

3-body repulsive interaction
tuned to very weakly bound

(Efimov) trimer: binding energy E3

Ground state can be solved for 
exactly with DMC
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The properties of cold Bose gases at unitarity have been extensively investigated in the last few
years both theoretically and experimentally. In this paper we use a family of interactions tuned to
two-body unitarity and very weak three-body binding to demonstrate the universal properties of
both clusters and matter. We determine the universal properties of finite clusters up to 60 particles
and, for the first time, explicitly demonstrate the saturation of energy and density with particle
number and compare with bulk properties. At saturation in the bulk we determine the energy,
density, two- and three-body contacts and the condensate fraction. We find that uniform matter is
more bound than three-body clusters by nearly two orders of magnitude, the two-body contact is
very large in absolute terms, and yet the condensate fraction is also very large, greater than 90%.
Equilibrium properties of these systems may be experimentally accessible through rapid quenching
of weakly-interacting boson superfluids.

Introduction: Strongly-interacting fermionic cold
atoms have been the subject of a great deal of study both
theoretically and experimentally across the BEC to BCS
transition, and especially at unitarity, where the two-
body system has nearly a zero-energy bound state [1].
These systems are universal in that all properties, in-
cluding ground-state energy, superfluid pairing gaps, su-
perfluid transition temperatures, etc., are obtained as a
set of universal dimensionless parameters multiplied by
the Fermi energy or momentum of a free Fermi gas at
the same density. Studies of bosonic superfluids, how-
ever, have concentrated on the weakly-interacting regime
described by the Gross-Pitaevski mean-field equation.
These systems are comparatively simple to study as they
were the first to be cooled to very low temperatures and
their properties can be described in a mean-field picture.

It has been known for some time that short-range two-
and three-body interactions can be used to describe the
low-energy properties of small clusters of bosons. To ob-
tain universal properties, the two-body interaction can
similarly be taken to generate a zero-energy dimer, but a
three-body interaction is required [2, 3] to avoid the so-
called “Thomas collapse” [4] of three or more particles.
The resulting discrete scale invariance leads to geometric
towers of states in systems with three [5] and more [6–10]
bosons. Many atomic and nuclear few-body systems fall
into this universality class [11].

In this paper we demonstrate that large clusters and
bulk matter are stable with such interactions, and simi-
larly to the fermionic case described by a fairly simple set
of universal parameters. We provide the first estimates
for the universal parameters describing the ground-state
energy, the equilibrium density, two- and three-body con-
tacts, and the condensate fraction of such a system.
Our calculations are the analog of those carried out for
fermions in Refs. [12, 13], but here the universal param-

eters are directly related to the properties of the three-
body system, i.e. its energy and radius. These bosonic
universal properties may be accessible through cold-atom
experiments, including those studying rapid quenching
from weakly-interacting Bose condensates.
Interaction and Method: The Hamiltonian we consider

is

H = � h̄2

2m

X

i

r2
i +

X

i<j

Vij +
X

i<j<k

Vijk, (1)

where the first term is the non-relativistic kinetic energy,
the second the attractive short-range interaction tuned
to infinite scattering length, and the last term is a repul-
sive three-body contact interaction tuned to produce a
weakly-bound trimer. For zero-range interactions univer-
sality has been demonstrated in Ref. [14]. For this study
we employ finite-range two- and three-body interactions,
keeping the range of these interactions much smaller than
the size of the weakly-bound trimer. For unitarity bosons
this restriction is very stringent, as we shall see. The in-
teraction must also be much shorter ranged than the av-
erage interparticle spacing in the bulk, which is an order
of magnitude smaller than the three-body cluster size.
Here we employ Gaussian two- and three-body inter-

actions:

Vij = V 0
2
h̄2

m
µ2
2 exp[�(µ2rij)

2/2] , (2)

Vijk = V 0
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exp[�(µ3Rijk/2)

2/2] , (3)

where rij = ri�rj is the relative distance between bosons
i and j, and Rijk = (r2ij + r2ik + r2jk)

1/2. The strength

V 0
2 is tuned to unitarity, and V 0

3 is tuned to reproduce a
weakly-bound three-particle state with a binding energy
�E3 and an associated radius R̄3 ⌘ (�2mE3/h̄

2)�1/2.
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Introduction: Strongly-interacting fermionic cold
atoms have been the subject of a great deal of study both
theoretically and experimentally across the BEC to BCS
transition, and especially at unitarity, where the two-
body system has nearly a zero-energy bound state [1].
These systems are universal in that all properties, in-
cluding ground-state energy, superfluid pairing gaps, su-
perfluid transition temperatures, etc., are obtained as a
set of universal dimensionless parameters multiplied by
the Fermi energy or momentum of a free Fermi gas at
the same density. Studies of bosonic superfluids, how-
ever, have concentrated on the weakly-interacting regime
described by the Gross-Pitaevski mean-field equation.
These systems are comparatively simple to study as they
were the first to be cooled to very low temperatures and
their properties can be described in a mean-field picture.

It has been known for some time that short-range two-
and three-body interactions can be used to describe the
low-energy properties of small clusters of bosons. To ob-
tain universal properties, the two-body interaction can
similarly be taken to generate a zero-energy dimer, but a
three-body interaction is required [2, 3] to avoid the so-
called “Thomas collapse” [4] of three or more particles.
The resulting discrete scale invariance leads to geometric
towers of states in systems with three [5] and more [6–10]
bosons. Many atomic and nuclear few-body systems fall
into this universality class [11].

In this paper we demonstrate that large clusters and
bulk matter are stable with such interactions, and simi-
larly to the fermionic case described by a fairly simple set
of universal parameters. We provide the first estimates
for the universal parameters describing the ground-state
energy, the equilibrium density, two- and three-body con-
tacts, and the condensate fraction of such a system.
Our calculations are the analog of those carried out for
fermions in Refs. [12, 13], but here the universal param-

eters are directly related to the properties of the three-
body system, i.e. its energy and radius. These bosonic
universal properties may be accessible through cold-atom
experiments, including those studying rapid quenching
from weakly-interacting Bose condensates.
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where the first term is the non-relativistic kinetic energy,
the second the attractive short-range interaction tuned
to infinite scattering length, and the last term is a repul-
sive three-body contact interaction tuned to produce a
weakly-bound trimer. For zero-range interactions univer-
sality has been demonstrated in Ref. [14]. For this study
we employ finite-range two- and three-body interactions,
keeping the range of these interactions much smaller than
the size of the weakly-bound trimer. For unitarity bosons
this restriction is very stringent, as we shall see. The in-
teraction must also be much shorter ranged than the av-
erage interparticle spacing in the bulk, which is an order
of magnitude smaller than the three-body cluster size.
Here we employ Gaussian two- and three-body inter-
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body system has nearly a zero-energy bound state [1].
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cluding ground-state energy, superfluid pairing gaps, su-
perfluid transition temperatures, etc., are obtained as a
set of universal dimensionless parameters multiplied by
the Fermi energy or momentum of a free Fermi gas at
the same density. Studies of bosonic superfluids, how-
ever, have concentrated on the weakly-interacting regime
described by the Gross-Pitaevski mean-field equation.
These systems are comparatively simple to study as they
were the first to be cooled to very low temperatures and
their properties can be described in a mean-field picture.

It has been known for some time that short-range two-
and three-body interactions can be used to describe the
low-energy properties of small clusters of bosons. To ob-
tain universal properties, the two-body interaction can
similarly be taken to generate a zero-energy dimer, but a
three-body interaction is required [2, 3] to avoid the so-
called “Thomas collapse” [4] of three or more particles.
The resulting discrete scale invariance leads to geometric
towers of states in systems with three [5] and more [6–10]
bosons. Many atomic and nuclear few-body systems fall
into this universality class [11].

In this paper we demonstrate that large clusters and
bulk matter are stable with such interactions, and simi-
larly to the fermionic case described by a fairly simple set
of universal parameters. We provide the first estimates
for the universal parameters describing the ground-state
energy, the equilibrium density, two- and three-body con-
tacts, and the condensate fraction of such a system.
Our calculations are the analog of those carried out for
fermions in Refs. [12, 13], but here the universal param-

eters are directly related to the properties of the three-
body system, i.e. its energy and radius. These bosonic
universal properties may be accessible through cold-atom
experiments, including those studying rapid quenching
from weakly-interacting Bose condensates.
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where the first term is the non-relativistic kinetic energy,
the second the attractive short-range interaction tuned
to infinite scattering length, and the last term is a repul-
sive three-body contact interaction tuned to produce a
weakly-bound trimer. For zero-range interactions univer-
sality has been demonstrated in Ref. [14]. For this study
we employ finite-range two- and three-body interactions,
keeping the range of these interactions much smaller than
the size of the weakly-bound trimer. For unitarity bosons
this restriction is very stringent, as we shall see. The in-
teraction must also be much shorter ranged than the av-
erage interparticle spacing in the bulk, which is an order
of magnitude smaller than the three-body cluster size.
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The introduction of both two- and three-body range pa-
rameters allows us to produce arbitrarily weakly-bound
trimers for a given set of interaction ranges, which is es-
sential to extract universal physics in the deeply-bound
many-body system.

Specific details of the interaction are not relevant as
long as they are very short-ranged and the ground state
can be tuned to a shallow trimer. In any physical sys-
tem, the geometric tower of Efimov states at unitarity is
truncated from below due to the range of the interaction.
The binding energy of the would-be next deeper trimer is
' (22.7)2 larger than that of the calculated ground-state
trimer, hence the shape of our potentials should produce
small e↵ects for µ2,3R̄3 � 23 [2, 3]. Corrections due to
the physical interaction range can be included through a
two-body potential with two derivatives [14].

We use Variational and Di↵usion Monte Carlo (VMC,
DMC) methods for the solution of the Schrödinger equa-
tion. The trial-state wave functions are of the form

 T =
Y

i

f (1)(ri)
Y

i<j

f (2)(rij)
Y

i<j<k

f (3)(Rijk) , (4)

with f (1)(r) = exp(�↵r2), f (2)(r) =
K tanh(µJr) cosh(�r)/r, and f (3)(R) =
exp[u0 exp(�R2/(2r20))]. The parameters K and �
are chosen to have f (2)(d) = 1 and f (2)0(d) = 0 at the
“healing distance” d. The variational parameters ↵,
µJ , d, u0 and r0 are optimized at the VMC level for
each system and interactions as described in Ref. [15],
and ↵ = 0 to simulate uniform matter. The VMC
wave function is then used as input for exact DMC
calculations, see for example Ref. [16]. The calculated
energies are exact subject to statistical and time-step
errors that can be made arbitrarily small. Results for
the energy are independent of the trial wave function,
though statistical errors may be large for poor choices.
Other properties are extrapolated from the VMC and
DMC results, which we have tested using di↵erent trial
wave functions. The extrapolation errors are very small,
on the order of a few percent or less, similar or smaller
than the reported statistical errors.

Clusters: Clusters with six or fewer bosons have been
studied extensively in the literature with an emphasis on
Efimov physics [5–10], for a review see Ref. [17]. Slightly
larger clusters with similar interactions have also been
considered previously [18–21]. Universal behavior was
found for small clusters up to N  15. Non-universal
behavior beyond this point was attributed to finite-range
e↵ects. For su�ciently small range, it is expected that
clusters will be universal and have a binding energy per
particle

EN

N
= ⇠B(N)

E3

3
, (5)

where ⇠B(N) is a universal function of N .
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FIG. 1. Energy per particle of N -boson clusters scaled to the
trimer energy per particle. Filled symbols are more loosely
bound (µ2R̄3 = 65) and exhibit universal behavior (the results
are also available in [22]); open symbols have larger two-body
interaction range (µ2R̄3 = 46). Di↵erent colors indicate the
ratio of two- to three-body interactions ranges, Xµ ⌘ µ3/µ2 =
0.5 (red), 0.75 (green) and 1.0 (blue). Results from Ref. [18]
are indicated as (black) triangles. The solid (blue) line corre-
sponds to a liquid-drop fit.

In Fig. 1 we show results for clusters of up to 60 bosons
for Hamiltonians with µ2R̄3 = 46 and 65, and compare
to those of Ref. [18] for N  15. These yield a trimer
rms radius hr23i1/2 ⇡ 0.61 R̄3 for our finite-range Hamil-
tonians. We consider three-body interactions with dif-
ferent ratios of two- to three-body interactions ranges,
Xµ ⌘ µ3/µ2 = 0.5, 0.75 and 1.0. Finite-range inter-
actions will show non-universal e↵ects when the range
of two- or three-particle interactions becomes significant
compared to the average interparticle distance. This can
be seen in the results of Refs. [18, 21] around N = 15,
and also in our results corresponding to the more bound
trimers (open symbols with µ2R̄3 = 46 in Fig. 1) for
smaller Xµ. For µ2R̄3 = 65 the three sets of points with
Xµ = 0.5, 0.75, 1.0 agree within statistical errors. For
N = 4 our result (3E4/(4E3) = 3.5(1) for µ2R̄3 = 65
and Xµ = 1.0) also agrees very well with the precise cal-
culation of Ref. [8] (3E4/(4E3) = 3.46), suggesting that
Efimov-related few-body physics is properly captured by
our potential.

Studies of unitary bosons commonly employ a zero-
range two-body interaction with three-body hard-core in-
teraction of radius R0. That interaction has a fixed value
of R̄3/R0 ⇡ 15.3 [23], which can be compared to our
µ2R̄3 = 65 and µ3R̄3 = 32, 49, 65 for Xµ = 0.5, 0.75, 1.0.
The zero-range two-body plus hard-core interaction can
reproduce universal physics for small clusters but the
three-body hard core is not small compared to typical
near-neighbor separations for larger clusters (N > 15) or

Many previous calculations use a zero-range 2-body
   interaction plus a hard-core 3-body binding energy:
   this fixes the trimer binding for a given radius.

The above interaction can be tuned to arbitrarily small
    3-body binding energies with very small ranges.

R3 = ( 2 m |E3| / h2 ) 1/2 

Potential for right angle vs. r12 and r13
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Ground-state properties of unitary bosons: from clusters to matter
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The properties of cold Bose gases at unitarity have been extensively investigated in the last few
years both theoretically and experimentally. In this paper we use a family of interactions tuned to
two-body unitarity and very weak three-body binding to demonstrate the universal properties of
both clusters and matter. We determine the universal properties of finite clusters up to 60 particles
and, for the first time, explicitly demonstrate the saturation of energy and density with particle
number and compare with bulk properties. At saturation in the bulk we determine the energy,
density, two- and three-body contacts and the condensate fraction. We find that uniform matter is
more bound than three-body clusters by nearly two orders of magnitude, the two-body contact is
very large in absolute terms, and yet the condensate fraction is also very large, greater than 90%.
Equilibrium properties of these systems may be experimentally accessible through rapid quenching
of weakly-interacting boson superfluids.

Introduction: Strongly-interacting fermionic cold
atoms have been the subject of a great deal of study both
theoretically and experimentally across the BEC to BCS
transition, and especially at unitarity, where the two-
body system has nearly a zero-energy bound state [1].
These systems are universal in that all properties, in-
cluding ground-state energy, superfluid pairing gaps, su-
perfluid transition temperatures, etc., are obtained as a
set of universal dimensionless parameters multiplied by
the Fermi energy or momentum of a free Fermi gas at
the same density. Studies of bosonic superfluids, how-
ever, have concentrated on the weakly-interacting regime
described by the Gross-Pitaevski mean-field equation.
These systems are comparatively simple to study as they
were the first to be cooled to very low temperatures and
their properties can be described in a mean-field picture.

It has been known for some time that short-range two-
and three-body interactions can be used to describe the
low-energy properties of small clusters of bosons. To ob-
tain universal properties, the two-body interaction can
similarly be taken to generate a zero-energy dimer, but a
three-body interaction is required [2, 3] to avoid the so-
called “Thomas collapse” [4] of three or more particles.
The resulting discrete scale invariance leads to geometric
towers of states in systems with three [5] and more [6–10]
bosons. Many atomic and nuclear few-body systems fall
into this universality class [11].

In this paper we demonstrate that large clusters and
bulk matter are stable with such interactions, and simi-
larly to the fermionic case described by a fairly simple set
of universal parameters. We provide the first estimates
for the universal parameters describing the ground-state
energy, the equilibrium density, two- and three-body con-
tacts, and the condensate fraction of such a system.
Our calculations are the analog of those carried out for
fermions in Refs. [12, 13], but here the universal param-

eters are directly related to the properties of the three-
body system, i.e. its energy and radius. These bosonic
universal properties may be accessible through cold-atom
experiments, including those studying rapid quenching
from weakly-interacting Bose condensates.
Interaction and Method: The Hamiltonian we consider

is

H = � h̄2

2m

X

i

r2
i +

X

i<j

Vij +
X

i<j<k

Vijk, (1)

where the first term is the non-relativistic kinetic energy,
the second the attractive short-range interaction tuned
to infinite scattering length, and the last term is a repul-
sive three-body contact interaction tuned to produce a
weakly-bound trimer. For zero-range interactions univer-
sality has been demonstrated in Ref. [14]. For this study
we employ finite-range two- and three-body interactions,
keeping the range of these interactions much smaller than
the size of the weakly-bound trimer. For unitarity bosons
this restriction is very stringent, as we shall see. The in-
teraction must also be much shorter ranged than the av-
erage interparticle spacing in the bulk, which is an order
of magnitude smaller than the three-body cluster size.
Here we employ Gaussian two- and three-body inter-

actions:

Vij = V 0
2
h̄2

m
µ2
2 exp[�(µ2rij)

2/2] , (2)

Vijk = V 0
3
h̄2

m

⇣µ3

2

⌘2
exp[�(µ3Rijk/2)

2/2] , (3)

where rij = ri�rj is the relative distance between bosons
i and j, and Rijk = (r2ij + r2ik + r2jk)

1/2. The strength

V 0
2 is tuned to unitarity, and V 0

3 is tuned to reproduce a
weakly-bound three-particle state with a binding energy
�E3 and an associated radius R̄3 ⌘ (�2mE3/h̄

2)�1/2.

Cluster RMS radii 

Cluster single-particle densities

Saturation at a very high density compared to N=3
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Contacts:

↵2 = 17(3)

�3 = 0.9(1)

analysis of rapid quench experiments:
↵2 = 22(1)

�3 = 2.1(1)

Smith, Braaten, Kang, Platter PRL 2014
analysis of Jin experimentCondensate Fraction

⌘ = 0.92(1)

QMC contacts

Two- and Three-body Contacts in the Unitary Bose Gas

Richard J. Fletcher1, Raphael Lopes1, Jay Man1, Nir Navon1, Robert P. Smith1,
Martin W. Zwierlein2, Zoran Hadzibabic1
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(Dated: August 16, 2016)

In many-body systems governed by pairwise contact interactions, a wide range of observables is linked by
a single parameter, the two-body contact, which quantifies two-particle correlations. This profound insight has
transformed our understanding of strongly interacting Fermi gases. Here, using Ramsey interferometry, we
study coherent evolution of the resonantly interacting Bose gas, and show that it cannot be explained by only
pairwise correlations. Our experiments reveal the crucial role of three-body correlations arising from Efimov
physics, and provide a direct measurement of the associated three-body contact.

A fundamental challenge in many-body quantum physics
is to connect the macroscopic behaviour of a system to the
microscopic interactions between its constituents. In ultracold
atomic gases the strength of interactions is most commonly
characterised by the s-wave scattering length a, which can be
tuned via Feshbach resonances [1]. On resonance a diverges
and one reaches the unitary regime, in which the interactions
are as strong as allowed by quantum mechanics. This regime
has been extensively studied in Fermi gases [2–4], while the
unitary Bose gas represents a new experimental frontier [5–
10].

In these systems, universal properties of the short-range
particle correlations imply universal thermodynamic relations
between macroscopic observables such as the momentum dis-
tribution, energy, and the spectroscopic response [11–19]. In
the case of (mass-balanced) two-component Fermi gases, at
the heart of these relations is a single fundamental thermo-
dynamic parameter, the two-body contact density C

2

, which
measures the strength of two-particle correlations. However,
the case of the Bose gas is more subtle. In this system Efi-
mov physics gives rise to three-body bound states [20–26],
and more generally introduces three-particle correlations that
cannot be deduced from the knowledge of pairwise ones [17–
19, 27]. The implication for many-body physics is that com-
plete understanding of the macroscopic coherent phenomena
requires knowledge of both C

2

and its three-body analogue
C

3

[17–19].
The relative importance of three-particle correlations gen-

erally grows with the strength of interactions. At moderate
interaction strengths C

2

was measured spectroscopically, but
C

3

was not observed [24]. However, the momentum distri-
bution of the unitary Bose gas [7] suggested deviations from
two-body physics [19, 28].

Here we interferometrically measure both C
2

and C
3

in a
resonantly interacting thermal Bose gas, and find excellent
agreement with theoretical predictions. The idea of our ex-
periment is illustrated in Fig. 1. We perform radio-frequency
(RF) Ramsey interferometry on a gas of atoms with two inter-
nal (spin) states, " and #, and use a magnetic Feshbach reso-
nance to enhance "" interactions, while both "# and ## inter-
actions are negligible. For a measurement at a given magnetic

Non-interacting Quench MeasurementMappingEvolution

π/2 π/2

↑
↓
=
=

φ(t)

φ(t)

FIG. 1: Ramsey interferometry of a many-body system. The
first ⇡/2 pulse puts each atom in a superposition of " (red) and #
(blue) states. Strong interactions between the red components cause
the relative phase of the superposition to advance by '. The second
⇡/2 pulse maps ' onto spin polarization, which is measured by ab-
sorption imaging. Below, the stages of our protocol are illustrated in
terms of the collective spin on the Bloch sphere.

field, we initially prepare a gas in the # state, and then use
an RF pulse to put each atom into an equal superposition of
" and #. This corresponds to an interaction quench that initi-
ates many-body dynamics. Focusing on one particular atom,
during the subsequent evolution its " component accumulates
a phase ' due to interactions with the other " components in
the surrounding cloud. As we formally show in the Supple-
mentary Materials, the rate at which ' accumulates reflects
many-body correlations that would develop in a purely-" sys-
tem with half the total density. Meanwhile, the # component
serves as a non-interacting phase reference, which allows us
to read out ' interferometrically [29]. This is accomplished
by a second RF pulse, which maps ' onto a spin-population
imbalance that we measure directly.

In Fig. 1 our protocol is also shown on the Bloch sphere,
in terms of the collective spin ~S. During the evolution of the
equal-superposition state, ~S precesses in the equatorial plane
at a rate ⌦ ⌘ '̇. In the Supplementary Materials we derive the
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Cluster binding vs. N 
roughly similar to 

liquid 4He,
but 4He has only
7% condensate



Conclusions: 
SU(2) Fermions and SU(N=∞) Bosons

 Unitary Bosons and Fermions are scale-invariant
 SU(2) Fermions are a superfluid gas
 SU(∞) ‘Bosons’ are self-bound into clusters
 Comparatively simple DFTs
 Can predict properties of small finite systems 

     from calculations of inhomogeneous matter
 Experimentally testable

    



Outlook: what about SU(N) for N = 3,4, 5…
 2- and 3-body interactions will stabilize all systems
 Transition from gas to self-bound clusters
 When are clusters of size > N bound for SU(N)  

  at unitarity (Born-Oppenheimer arguments) ?
 What about finite range - eg. SU(4) EFTs for nuclei
 Can we learn about resonances / phase structure of  

    matter from simulations with small N

    Low density:  4 neutron resonances
    High density: phase structure of QCD

Beyond unitary gases: systems of a few nucleons



Outlook: can we test dynamics ?
 Significant information on dynamics can be 

    obtained through path integral simulations:
 density, spin response
 low-lying collective excitations
 In nuclear physics neutrino and 

       electron scattering

 Contacts are interesting, relate EOS to  
     high-momentum tails: EOS can be obtained 
     from a DFT, but high momentum tails?  

 At what energies and momenta does DFT
          start to break down?



Important Problems in Nuclear Dynamics

Electron Scattering (JLAB)

MicroBooNEMINERva

Neutrino Scattering (FNAL, J-PARK, 
                                 Kamiokande)

Back-to-Back neutron-proton pairs



12C EM response

3

elastic contribution. The low-lying excitation spectrum
of 12C consists of J⇡ =2+, 0+

2

(Hoyle), and 4+ states with
excitation energies E?

f �E
0

experimentally known to be,
respectively, 4.44, 7.65, and 14.08 in MeV units [35]. The
contributions of these states to the quasi-elastic longitu-
dinal and transverse response functions extracted from
inclusive (e, e0) cross section measurements are not in-
cluded in the experimental results. Therefore, before
comparing experiment with the present theory, which
computes the total inelastic response rather than just the
quasi-elastic one, we need to remove these contributions
explicitly. This is simply accomplished by first defining

E↵(q, ⌧) = E↵(q, ⌧)�
X

f

|hf |O↵(q)|0i|2 e�(Ef�E0)/⌧ ,

(4)
where in the sum only the states f =2+, 0+

2

, and 4+

are included, and then inverting E(q, ⌧) (the energies Ef

di↵er from E?
f , since the former include recoil kinetic en-

ergies). We do not attempt a GFMC calculation of the
excitation energies of these states or associated transi-
tion form factors—it would require explicit calculations
of these states or propagating exp [�(H�E

0

) ⌧ ]O↵(q)|0i
to computationally prohibitive large values of ⌧ . Rather,
we use the experimental energies and form factors, listed
in Table I, to obtain E↵(q, ⌧) from the GFMC-calculated
E↵(q, ⌧). Because of the fast drop of these form fac-
tors with increasing momentum transfer, the correction
in Eq. (4) for the longitudinal channel (↵=L ) is sig-
nificant at q = 300 MeV/c, but completely negligible at
q = 570 MeV/c. In the case of the transverse channel
(↵=T ), possible contributions from E2 and E4 transi-
tions to the 2+ and 4+ states are too small [36, 37] to
have an impact on ET (q, ⌧).

The longitudinal and transverse response functions ob-
tained by maximum-entropy inversion of the E↵(q, ⌧)’s
are displayed in Figs. 1 and 2, respectively. Theoreti-
cal predictions corresponding to GFMC calculations in
which only one-body terms or both one- and two-body
terms are retained in the electromagnetic operators O↵—
denoted by (red) dashed and (black) solid lines and la-
beled GFMC-O

1b and GFMC-O
1b+2b, respectively—are

compared to the experimental response functions deter-
mined from the world data analysis of Jourdan [10] and,
for q=300 MeV/c, from the Saclay data [9]. The (red
and gray) shaded areas show the uncertainty derived
from the dependence of the 1b and 1b+2b results on
the default model adopted in the maximum-entropy in-
version [17]. This uncertainty is quite small. Lastly,
the (green) dash-dotted lines correspond to plane-wave-
impulse-approximation (PWIA) calculations using the
single-nucleon momentum distribution N(p) of 12C ob-
tained in Ref. [7] (see Ref. [1] for details on the PWIA
calculation).

Figures 1–2 immediately lead to the main conclusions
of this work: (i) the dynamical approach outlined above

(with free nucleon electromagnetic form factors) is in
excellent agreement with experiment in both the lon-
gitudinal and transverse channels; (ii) as illustrated by
the di↵erence between the PWIA and GFMC one-body-
current predictions (curves labeled PWIA and GFMC-
O

1b), correlations and interaction e↵ects in the final
states redistribute strength from the quasi-elastic peak to
the threshold and high-energy transfer regions; and (iii)
while the contributions from two-body charge operators
tend to slightly reduce RL(q,!) in the threshold region,
those from two-body currents generate a large excess of
strength in RT (q,!) over the whole !-spectrum (curves
labeled GFMC-O

1b and GFMC-O
1b+2b), thus o↵setting

the quenching noted in (ii) in the quasi-elastic peak.

FIG. 1. (Color online) Electromagnetic longitudinal response
functions of 12C for q in the range (300–570) MeV. Exper-
imental data are from Refs. [9, 10]. See text for further
explanations.

As a result of this study, a consistent picture of the
electromagnetic response of nuclei emerges, which is at
variance with the conventional one of quasi-elastic scat-
tering as being dominated by single-nucleon knock-out.
This fact also has implications for the nuclear weak re-
sponse probed in inclusive neutrino scattering induced

4

by charge-changing and neutral current processes. In
particular, the energy dependence of the cross section
is quite important in extracting neutrino oscillation pa-
rameters. An earlier study of the sum rules associated
with the weak transverse and vector-axial interference re-
sponse functions in 12C found [38] a large enhancement
due to two-body currents in both the vector and axial
components of the neutral current. Only neutral weak
processes have been considered so far, but one would
expect these conclusions to remain valid in the case of
charge-changing ones. In this connection, it is important
to realize that neutrino and anti-neutrino cross sections
di↵er only in the sign of this vector-axial interference re-
sponse, and that this di↵erence is crucial for inferring
the charge-conjugation and parity violating phase, one
of the fundamental parameters of neutrino physics, to
be measured at the Deep Underground Neutrino Exper-
iment (DUNE)[39].

FIG. 2. (Color online) Same as Fig. 1 but for the electromag-
netic transverse response functions. Because pion production
mechanisms are not included, the present theory underesti-
mates the (transverse) strength in the � peak region, see in
particular the q=570 MeV/c case.

We conclude by updating in Fig. 3 the results for the

Coulomb sum rule of 12C obtained in Ref. [5]. The theo-
retical calculation (solid line) and analyses of the experi-
mental data (empty and full circles) are from that work.
We recall that the empty circles are obtained by inte-
grating RL(q,!) up to !

max

, the highest measured en-
ergy transfer, while the full circles also include the “tail”
contribution for ! > !

max

and into the time-like region
(! > q), which cannot be accessed in (e, e0) scattering
experiments, by assuming that the longitudinal response
in 12C is proportional to that of the deuteron [5]. As
the direct calculations demonstrate in Figs. 1–2, there
is non-vanishing strength in the time like-region (see in
particular the top panels of these figures which extend
to ! > q), and this strength needs to be accounted for
before comparing theory to experiment.
The square data points in Fig. 3 have been obtained

by adding to the full circles the contribution due to the
low-lying J⇡ =2+, 0+

2

, and 4+ states. Given the choice of
normalization for SL(q) in Fig. 3, this contribution is sim-
ply given by the sum of the squares—each multiplied by
Z =6—of the (longitudinal) transition form factors listed
in Table I. Among these, the dominant is the form factor
to the 2+ state at 4.44 MeV excitation energy. The con-
tributions associated with these states, in particular the
2+, were overlooked in the analysis of Ref. [5] and, to the
best of our knowledge, in all preceding analyses—the dif-
ference between total inelastic and quasi-elastic strength
alluded to earlier was not fully appreciated. While they
are negligible at large q (certainly at q=570 MeV/c),
they are significant at low q. They help to bring theory
into excellent agreement with experiment.
Figures 1 and 2 clearly demonstrate that the picture

of interacting nucleons and currents quantitatively de-
scribes the electromagnetic response of 12C in the quasi-
elastic regime. The key features necessary for this suc-
cessful description are a complete and consistent treat-
ment of initial-state correlations and final-state interac-
tions and a realistic treatment of two-nucleon currents,
all fully and exactly accounted for in the GFMC calcula-
tions. In the transverse channel the interference between
one- and two-body current (schematically, 1b-2b) con-
tributions is largely responsible for enhancement in the
quasi-elastic peak, while this interference plays a minor
role at large !, where 2b-2b contributions become dom-
inant. The absence of explicit pion production mech-
anisms in this channel restricts the applicability of the
present theory to the quasi-elastic region of RT (q,!), for
!’s below the �-resonance peak. Finally, the so-called
quenching of the longitudinal response near the quasi-
elastic peak emerges in this study as a result of initial-
state correlations and final-state interactions.

A critical reading of the manuscript by Ingo Sick is
gratefully acknowledged. This research is supported

Longitudinal Transverse

Lovato, et al, PRL, 2016

No enhancement without NN correlations and currents



Longer Term: Quantum Computing (?)
Alessandro Roggero; arXiV 1804.01505 (2018)

4

where F2W (x) is the well-known Fejer kernel from Fourier
analysis (see eg. [45]). The probability distribution P (y)
is a good approximation of SO(!) since this kernel can
be seen as a representation of the delta function with
width �x ⇡ 2�W . Therefore if we require a frequency
resolution �! we will need W = log2 (�H/�!) auxiliary
qubits and a polynomial number of applications of the
time evolution operator to obtain a sample from P (y).

As mentioned above, for most Hamiltonians of interest
the energy gap�H scales only polynomially with the size
of the system.

We now need to estimate P (y) from N samples drawn
from it. Since y is a discrete variable an e�cient way of
reconstructing the probability distribution is by produc-
ing an histogram hN (y) from the samples. Using Hoe↵d-
ing’s inequality [46] we find that

Pr (|hN (y)� P (y)| � �)  2e�2N�2 , (15)

which implies in order to obtain a precision � with prob-
ability 1� ✏ we need approximately

N = ln

✓
2

✏

◆
1

2�2
(16)

independent samples.
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FIG. 1. Approximations of the true response function SO(!)
for the model system described by the hamiltonian of Eq. (5)
for di↵erent numbers of the work qubits: W = 6 (blue line),
W = 8 (red line) and W = 12 (green line). The exact re-
sponse is also shown with black dots. The inset shows the
maximum error in the sample estimate of P (y) as a function
of the number of samples.

In Fig. 1 we plot the approximate response P (y) for
the model Hamiltonian Eq. (5) at three di↵erent values
of W (6,8,12). By comparing with the exact result shown
as black dots, we see that for W = 12 the e↵ect of energy
resolution is negligible but already with W = 8 we ob-
tain a rather accurate estimate for SO(!). Even W = 6
reproduces important features of the response, which in
experiments is convoluted with the detector resolution.
The inset shows the convergence of the maximum error

�max = sup
y2[0,...,2W�1]

|hN (y)� P (y)| (17)

as a function of the sample size N . Response functions
relevant for ⌫ and e� scattering are typically smooth at
high energy and hence require small W and short prop-
agation times.
Finally, in order to obtain a negligible bias from the

state preparation we need the parameter � to scale as

� / C

p
�

kÔk (18)

for some constant C = O(1). Note that the Hamilto-
nian evolution implemented in Ût has to have an error
✏t  �2kÔk2 to be negligible (luckily algorithms with
only logarithmic dependence on ✏t are known [34, 41]).
This concludes the proof of the scalings (3) and (4).

II. FINAL STATE MEASUREMENTS

In electron- or neutrino-nuclear scattering experi-
ments [9, 47–60] one would like to infer the probability
P (q,!|~p) that the probe transferred energy-momentum
(q,!) to the nucleus and simultaneously that the final
state includes a nucleon (or neutron or proton) of mo-
mentum (~p). More concretely this amounts to an infer-
ence procedure of the form

P (q,!|~p) = P (~p|q,!)P (q,!)

P (~p)

= P (~p|q,!)P (!|q)P (q)

P (~p)

(19)

where P (~p) results from the experimental measure,
P (~p|q,!) is the momentum distribution of the final states
for a process with given (q,!) and P (q|!) ⌘ S(q,!). The
prior probability P (q) depends on the static response of
the nucleus and the characteristic of the probe beam and
can be updated given the other ones by a Bayesian pro-
cedure. The above section explains how to obtain S(q,!)
with a given accuracy and in the following we will show
how to evaluate few-body momentum distributions given
by the final state of the algorithm above. Note that af-
ter measuring the W ancilla qubits of Sec.I B the main
register will be left in a state | f i composed by a lin-
ear superposition of final states corresponding to energy
transfer ! ±�!. Imagine we want now to compute ex-
clusive 1 and 2-body momentum distributions

n1(A) = h f |n̂A| f i n2(A,B) = h f |n̂An̂B | f i (20)

where n̂k ⌘ n̂(~pk,�k, ⌧k) is the number operator for a
state with momentum ~pk, spin �k and isospin ⌧k. We
can define a unitary operator Un

A

= exp(�i⇡n̂A) (which
is e�ciently implementable) and run the following circuit
with an ancilla qubit

|0i H • H

| f i Un
A

(21)

Simple Toy problem on 3D lattice

Algorithms exist to calculate ground state
QCs can implement exp [ - I H t ]
Implemement  linear response with  
 Unitary operators

Similar ideas may be useful for
  High-energy scattering (short
   Real time propagation) on
   Standard (classical) computers



Summary and Outlook

Many similarities and synergies between  
cold atom physics and physics of nuclei

Great opportunity for nuclear physicists to expand 
their outlook and (hopefully) contribute across fields

I look forward to an exciting and diverse program. 
 



Thank you


