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- Use (canonical) entropy to model correlation energy ${ }^{[4]}$
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- In this talk: several steps in establishing practical Canonical 1-RDMFT by introducing a non-interacting reference system
- Focus: methodology, establishing the theory, required algorithms and their implementation in python with jax
- The bfsinkhorn package is open source and all figures can be generated with supplied notebooks
- Preliminary investigation of formalism for electrons at zero temperature
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- Towards approximations: model 2-RDM $\Gamma$ in terms of 1-RDM $\gamma$

$$
\begin{aligned}
& W[\gamma]=\frac{1}{4} \sum_{p q r s}\langle p q||r s\rangle_{ \pm} \Gamma_{p q, r s}[\gamma] \\
& \begin{aligned}
\Gamma_{p q, r s} & =\gamma_{p r} \gamma_{q s}-\gamma_{p s} \gamma_{q r}+\lambda_{p q, r s} \\
& =n_{p} n_{q}\left(\delta_{p r} \delta_{q s}-\delta_{p s} \delta_{q r}\right)+\lambda_{p q, r s} \\
W[\gamma] & \left.=W_{0} \text { GCl } \gamma\right]+W_{c}[\gamma] \\
& \text { Will come back later! }
\end{aligned}
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- As a minimisation:
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- Furthermore, for any interaction (also no interaction):[3,5] $h \leftrightarrow \gamma$
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- Implementation was done in python with jax (263 lines of code)
- jax allows for Just-In-Time (JIT) compilation, vectorisation, automatic differentiation
- Code works without modification on CPU, GPU and TPU
- Test NOON distributions were either "simulated"
$\begin{aligned} & \text { or obtained from pyscf calculations with CCSD } \\ & \text { - Fermions lead to numerical instability: }\end{aligned} Q_{M}=\frac{Z_{M}}{Z_{M-1}} R_{M}=\frac{C_{M}}{C_{M-1}}$

$$
Q_{M}=\frac{Z_{M}}{Z_{M-1}} \quad R_{M}=\frac{C_{M}}{C_{M-1}}
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$$
\log \left(e^{-\beta F_{1}}-e^{-\beta F_{2}}+e^{-\beta F_{3}}-\ldots\right) Q_{M}=\frac{1}{M}\left(1-\frac{R_{2}}{Q_{M-1}}\left(1-\frac{R_{3}}{Q_{M-2}}(1+\ldots)\right)\right)
$$
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- Our non-interacting density matrix will in general break (spin) symmetries

$$
\operatorname{Tr}\left(\hat{\Gamma}_{0} \hat{S}^{2}\right) \neq \operatorname{Tr}\left(\hat{\Gamma} \hat{S}^{2}\right)
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- Improve stability for fermions
- Self-consistent optimisation, integrating with pyscf(ad)
- Calculate $\left\langle\hat{n}_{p} \hat{n}_{q}\right\rangle=\frac{e^{-\beta\left(\epsilon_{p}+\epsilon_{q}\right)} Z_{N-2}^{\mathrm{U} \backslash p q}}{Z_{N}}$
- Obtain $\frac{\partial W_{0}[\gamma]}{\partial n_{p}}$, via $\frac{\partial \epsilon_{q}}{\partial n_{p}}$ from automatic differentiation or implicit function theorem
- The missing correlation functional $A_{c}^{\beta}[\gamma]$
- In preparation: a reference that takes into account part of the interaction
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- Finite temperature 1-RDMFT in the canonical ensemble was studied numerically for the first time
- A (canonical) non-interacting reference system was introduced
- Bosonic and Fermionic Sinkhorn algorithms were derived and implemented in the bfsinkhorn package
- The algorithms were shown to be efficient and perform well for both "simulated" and ground-state 1-RDMs
- A study of the corresponding canonical approximation to the interaction $W_{0}[\gamma]$ revealed interesting behaviour w.r.t. grand canonical
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$$
\begin{gathered}
h_{p p}-\frac{1}{\beta} \frac{\partial S_{0}\left[\left\{n_{q}\right\}\right]}{\partial n_{p}}+\frac{\partial W_{0}[\gamma]}{\partial n_{p}}+\frac{A_{c}^{\beta}[\gamma]}{\partial n_{p}}=0 \\
\epsilon_{p}^{0, \beta(i+1)}=h_{p p}^{(i)}+\frac{\partial W_{0}\left[\gamma^{(i)}\right]}{\partial n_{p}}+\frac{\partial A_{c}^{\beta}\left[\gamma^{(i)}\right]}{\partial n_{p}^{(i)}} \longrightarrow n_{p}^{(i+1)}\left[\left\{\epsilon_{q}^{0, \beta(i+1)}\right\}\right]
\end{gathered}
$$

- We need to optimise w.r.t. NOONs $\left\{n_{p}\right\}$ and NOs $\left\{\phi_{p}(\mathrm{x})\right\}$
- Taking the derivative of $A^{\beta}[\gamma]$ w.r.t. $n_{p}$ :

$$
\begin{gathered}
h_{p p}-\frac{1}{\beta} \frac{\partial S_{0}\left[\left\{n_{q}\right\}\right]}{\partial n_{p}}+\frac{\partial W_{0}[\gamma]}{\partial n_{p}}+\frac{A_{c}^{\beta}[\gamma]}{\partial n_{p}}=0 \\
\epsilon_{p}^{0, \beta(i+1)}=h_{p p}^{(i)}+\frac{\partial W_{0}\left[\gamma^{(i)}\right]}{\partial n_{p}}+\frac{\partial A_{c}^{\beta}\left[\gamma^{(i)}\right]}{\partial n_{p}^{(i)}} \longrightarrow n_{p}^{(i+1)}\left[\left\{\epsilon_{q}^{0, \beta(i+1)}\right\}\right]
\end{gathered}
$$

- Optimisation over NOs yields effective one-particle Schrödinger equation
- Analogous for Grand Canonical
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- Shift by a constant and either match the strongly or weakly occupied
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- At finite temperature we have instead:

Canonical:

$$
\hat{\Gamma}^{\beta}=\frac{e^{-\beta \hat{H}}}{Z^{\beta}}, \quad Z^{\beta}=\operatorname{Tr}\left(e^{-\beta \hat{H}}\right)
$$

Grand Canonical: $\quad \hat{\Gamma}^{\beta, \mu}=\frac{e^{-\beta(\hat{H}-\mu \hat{N})}}{\mathscr{Z}^{\beta, \mu}}, \quad \mathscr{L}^{\beta, \mu}=\operatorname{Tr}\left(e^{-\beta(\hat{H}-\mu \hat{N})}\right)$

- Note the different Hilbert spaces (single particle space $\mathfrak{h}$ )

Canonical: $\quad \mathscr{H}_{N}=\bigvee_{i=1}^{N} \mathfrak{h} \quad \mathscr{H}_{N}=\bigwedge_{i=1}^{N} \mathfrak{h} \quad \hat{\Gamma}^{\beta} \in \mathscr{H}_{N} \otimes \mathscr{H}_{N}$
Grand Canonical: $\quad \mathscr{F}=\bigoplus_{N=0}^{\infty} \mathscr{H}_{N} \quad \quad \hat{\Gamma}^{\beta, \mu} \in \mathscr{F} \otimes \mathscr{F}$

$$
\left.\begin{array}{l}
\mathcal{S}_{z}=\left\{\begin{array}{ll}
\left|\Phi_{P}\right\rangle \in \mathscr{H}_{N} \mid & \hat{S}_{z}\left|\Phi_{P}\right\rangle=S_{z}\left|\Phi_{P}\right\rangle
\end{array}\right\} \\
\mathcal{S}_{z}=\left\{\left|\Xi_{P}\right\rangle \in \mathscr{H}_{N}\left|\quad \hat{S}^{2}\right| \Xi_{P}\right\rangle=S^{2}\left|\Xi_{P}\right\rangle
\end{array}\right\}
$$

