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Theoretical predictions with hadrons in the initial state

QCD collinear factorization: y = Y − 1
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can get as small as τ =
Q2
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(note: typical values x1, x2 ∼

√
τ )

τ Higgs Z,W low mass DY cc̄

LHC (13 TeV) 10−4 5 × 10−5 ∼ 10−6 ∼ 10−7

FCC-hh (100 TeV) 1.5 × 10−6 8 × 10−7 ∼ 10−8 ∼ 10−9

FCC-hh probes roughly two orders of magnitude smaller x
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Theory “problems” we expect at small x
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x, Q2
0) = A(1 � x)⌘x�

 
1 +

nX

i=1

aiT
Ch
i (y(x))

!
, (1)

where Q2
0 = 1 GeV2 is the input scale, and TCh

i (y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū + d̄) + s + s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in
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Figure 83: The structure function F̃2 as extracted from the measured reduced cross sections for
four values of Q2 together with the predictions of HERAPDF2.0 NLO. The bands represent the
total uncertainty on the predictions.
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Gluon and sea-quark PDFs grow at small x ⇒ cross sections grow

At sufficiently small x, the density of partons becomes too high for linear evolution to be
still valid ⇒ saturation

Moreover, at small x the presence of log 1
x
contributions in perturbative coefficients

make fixed-order results unreliable ⇒ small-x resummation
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Small-x logarithms in the context of collinear factorization
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Any object with a perturbative expansion can exhibit a logarithmic enhancement:

observable: coefficient functions C(x, y, pt, ..., αs)

evolution: splitting functions P (x, αs) and matching conditions A(x, αs)

Small-x logarithms: single logs αn
s

1

x
logk 1

x
(0 ≤ k ≤ n − 1)

When αs log
1

x
∼ 1 perturbativity is spoiled → all-order resummation needed

In MS and related schemes, both coefficient C(x, αs) and splitting P (x, αs) functions,

and also matching conditions A(x, αs), are logarithmically enhanced at small x (in the

singlet sector)
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Small-x logarithms in gluon-gluon splitting function

Pgg(x, αs) splitting function at fixed order
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Logarithms start to grow for x ≲ 10−2 → perturbative instability for x ≲ 10−3

(for Q ∼ 5GeV)
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Small-x logarithms in gluon-gluon splitting function

Pgg(x, αs) splitting function at fixed order
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Logarithms start to grow for x ≲ 10−2 → perturbative instability for x ≲ 10−3

(for Q ∼ 5GeV)

Resummation obtained with the HELL public code

[MB,Marzani,Peraro 1607.02153] [MB,Marzani,Muselli 1708.07510] [MB,Marzani 1805.06460]
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Small-x logarithms in gluon-gluon splitting function

Pgg(x, αs) splitting function at fixed order
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Logarithms start to grow for x ≲ 10−2 → perturbative instability for x ≲ 10−3

(for Q ∼ 5GeV)

N3LO splitting functions are much more unstable at small x → need resummation!
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Do we experience the need for small-x
resummation?

Hint: look at PDF fits...
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Low x at HERA

Deep-inelastic scattering (DIS) data from HERA extend down to x ∼ 3 × 10−5 in
the “perturbative region” Q2 > 2GeV2

Tension between HERA data at low Q2 and low x with fixed-order theory

0

1

0

1

0

1

0

1

0

1

H1 and ZEUS
Q2 = 2 GeV2

σ
r,

 N
C

+
Q2 = 2.7 GeV2 Q2 = 3.5 GeV2 Q2 = 4.5 GeV2

Q2 = 6.5 GeV2 Q2 = 8.5 GeV2 Q2 = 10 GeV2 Q2 = 12 GeV2

Q2 = 15 GeV2 Q2 = 18 GeV2 Q2 = 22 GeV2 Q2 = 27 GeV2

Q2 = 35 GeV2 Q2 = 45 GeV2

10-3 10-1

Q2 = 60 GeV2

10-3 10-1

Q2 = 70 GeV2

xBj
Q2 = 90 GeV2

10-3 10-1

Q2 = 120 GeV2

10-3 10-1

xBj

HERA NC e+p 0.5 fb–1

√s = 318 GeV
HERAPDF2.0 NNLO

Figure 34: The combined low-Q2 HERA inclusive NC e+p reduced cross sections at
√
s =

318GeV with overlaid predictions from HERAPDF2.0 NNLO. The bands represent the total
uncertainties on the predictions. Dotted lines indicate extrapolation into kinematic regions not
included in the fit.
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Also leads to a deterioration of the χ2 of PDF fits
when including low-Q2 data

H1 and ZEUS

1

1.05

1.1

1.15

1.2

1.25

5 10 15 20 25
Q2   /GeV2

χ2 /d
.o

.f.

min

FONLL-B NLO, FL O(αs)

FONLL-C NNLO, FL O(αs
2)

RTOPT NLO, FL O(αs
2)

RTOPT NNLO, FL O(αs
3)

H1 and ZEUS

1

1.05

1.1

1.15

1.2

1.25

5 10 15 20 25
Q2   /GeV2

χ2 /d
.o

.f.

min

ACOT NLO, FL O(αs)

FONLL-B NLO, FL O(αs)

FF3B NLO, FL O(αs)

RTOPT NLO, FL O(αs
2)

FF3A NLO, FL O(αs
2)

a)

b)

Figure 20: The dependence of χ2/d.o.f. onQ2min for HERAPDF2.0 fits using a) the RTOPT [84],
FONNL-B [91], ACOT [110] and fixed-flavour (FF) schemes at NLO and b) the RTOPT and
FONNL-B/C [92] schemes at NLO and NNLO. The FL contributions are calculated using ma-
trix elements of the order of αs indicated in the legend. The number of degrees of freedom
drops from 1148 for Q2min = 2.7GeV

2 to 1131 for the nominal Q2min = 3.5GeV
2 and to 868 for
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Low x at HERA: what’s the origin of the discrepancy?
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Figure 34: The combined low-Q2 HERA inclusive NC e+p reduced cross sections at
√
s =

318GeV with overlaid predictions from HERAPDF2.0 NNLO. The bands represent the total
uncertainties on the predictions. Dotted lines indicate extrapolation into kinematic regions not
included in the fit.
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These data are at low x but also at low Q2

Possible explanations:

Higher twist contributions
[Abt,Cooper-Sarkar,Foster,Myronenko,Wichmann,Wing 1604.02299]

Small-x resummation
[Ball,Bertone,MB,Marzani,Rojo,Rottoli 1710.05935] [xFitter+MB 1802.00064]

Maybe saturation already?
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The role of the longitudinal structure function

The HERA data are reduced cross sections, given by

σr,NC = F2(x,Q
2) −

y2

1 + (1 − y)2
FL(x,Q

2) y =
Q2

x s

in terms of the structure functions F2, FL

The turnover can be explained by a larger FL, contributing mostly at small x

The other option, a turnover in F2, seems unlikely (requires peculiar PDF shape)

Note that FL = O(αs), and it is gluon dominated

It plays a key role in DIS at small x

⇒ having good measurements of FL is very important!

Future ep colliders (LHeC, FCC-eh) could provide precise
FL measurements!!
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Higher twist explanation of HERA low-x data

FL → FL ×
(
1 +

AL

Q2

)
with AL fitted from data

Improved description, but χ2 still grows

PDFs unaffected
↓ ↓ ↓ ↓ ↓

term is, as expected, confined to the low-Q2 region. The
HHT fits show a slower rise in χ2 as Q2

min is reduced.
The fits withQ2

min ¼ 2.0 GeV2 close to the starting scale
μ2f0 ¼ 1.9 GeV2 were studied in more detail. The relevant
χ2 values are listed in Table II. The PDF and especially the
higher-twist parameters of HHT NNLO do not change
much when Q2

min is lowered from 3.5 GeV2 to 2.0 GeV2.
The partial χ2=ndp for the NC eþp data with

ffiffiffi
s

p
¼318GeV

increases from 1.12 to 1.14, but the partial χ2=ndp drops
from 1.28 to 1.04 for the 25 points in the range
2.0 ≤ Q2 < 3.5 GeV2.
Refitting with lower Q2

min has a stronger effect at NLO
than at NNLO, but again, the higher-twist term is basically
unchanged. The results at NLO are, as before, not strongly
dependent on the details of the gluon distribution. This can
be seen when refitting with HHT NLO AG, which yields
almost the same result as HHT NLO.

IV. HEAVY-FLAVOR SCHEMES

The influence of the heavy-flavor scheme was already
discussed in the context of HERAPDF2.0 [3]. To study the
effect on this analysis, the HERAFitter [20] package
was used to replace the default RTOPT scheme with the
fixed-order plus next-to-leading logarithms (FONLL)

scheme [27,28]. The resulting dependence of χ2 on Q2
min

is shown in Fig. 3, together with the values from the
standard fits.
In the FONLL scheme, the HHT NNLO fit has a

substantially improved χ2=ndof for low Q2
min compared

to HERAPDF2.0, just as for the standard HHT NNLO fit
with RTOPT. The value of the higher-twist parameter
AHT
L ¼ 6.0# 0.7 GeV2 is also similar. However, the

HHT NLO FONLL fit has only a marginally improved
χ2=ndof for low Q2 as compared to HERAPDF2.0 and a
small value of AHT

L , i.e. AHT
L ¼ 1.2# 0.6 GeV2. This is

probably associated with the order of αs at which FL is
evaluated in these different heavy-flavor schemes. RTOPT
at NLO calculates FL to Oðα2sÞ and RTOPT at NNLO
calculates FL to Oðα3sÞ. FONLL at NLO calculates FL to
OðαsÞ and FONLL at NNLO calculates FL to Oðα2sÞ. Only
calculating FL to OðαsÞ results in a relatively large FL,
which can reduce the need for a higher-twist term.
However, as soon as FL is calculated to Oðα2sÞ or higher,
a higher-twist term is required. The best fit achieved for
HHT NNLO is with the RTOPT scheme.

V. REDUCED CROSS SECTIONS

A comparison of the predictions of HHT and
HERAPDF2.0 with Q2

min ¼ 3.5 GeV2 to the measured
reduced NC eþp cross sections is shown at NNLO in
Fig. 4 and at NLO in Fig. 5. In all cases, the predictions
are extrapolated down to Q2 ¼ 2.0 GeV2; HHT clearly
describes this low-Q2, low-xBj data better. This was already
indicated by the χ2=ndof values in Table I, where the
χ2=ndp for the data points with 2.0 ≤ Q2 < 3.5 GeV2 are
listed separately. The HHT NNLO predictions are clearly
preferred as they describe the turnover of the data towards
low xBj quite well. This turnover region at low xBj is not
well described by the predictions from HERAPDF2.0.
The predictions of the HHT NNLO and HHT NLO with

Q2
min ¼ 2.0 GeV2 are shown in Fig. 6. The data are well

described at NNLO, even better than for the standard HHT
NNLOwithQ2

min ¼ 3.5 GeV2. The effect of the lowerQ2
min

is stronger at NLO, where the turnover is better described.

TABLE I. Table of χ2 values for the HHT fit compared to the equivalent HERAPDF2.0 fit, both with
Q2

min ¼ 3.5 GeV2. Also listed are the partial χ2=ndp (number of data points) values of the fits for the high-precision
NC eþp data at

ffiffiffi
s

p
¼ 318 GeV for Q2 ≥ Q2

min. The final row for each fit lists the χ2=ndp for its predictions for Q2

below the fitted region down to 2.0 GeV2. In addition, the higher-twist parameters for the HHT fits are given.

Fit at With Q2
min ¼ 3.5 GeV2 HERAPDF2.0 HHT AHT

L =GeV2

NNLO χ2=ndof 1363=1131 1316=1130 5.5# 0.6
χ2=ndp for NC eþp: Q2 ≥ Q2

min 451=377 422=377
χ2=ndp for NC eþp: 2.0 GeV2 ≤ Q2 < Q2

min 41=25 32=25
NLO χ2=ndof 1356=1131 1329=1130 4.2# 0.7

χ2=ndp for NC eþp: Q2 ≥ Q2
min 447=377 431=377

χ2=ndp for NC eþp: 2.0 GeV2 ≤ Q2 < Q2
min 46=25 46=25

2 / GeV
min
2Q
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FIG. 2. The χ2=ndof versus Q2
min for HHT and HERAPDF2.0

fits at NNLO and NLO.

I. ABT et al. PHYSICAL REVIEW D 94, 034032 (2016)

034032-4

The HHT PDFs, xdv and xuv for the valence quarks and
xS for the sea quarks together with xg, are shown in Fig. 1.
The PDFs of HHT are very similar to the PDFs of
HERAPDF2.0, even though the values of AHT

L extracted
are quite high: AHT

L ¼ 5.5" 0.6 GeV2 from the NNLO and
AHT
L ¼ 4.2" 0.7 GeV2 from the NLO fit. The PDFs of

HHT remain very similar to those of HERAPDF2.0 when

they are evolved in Q2 up to the scale of the LHC, across
the kinematic reach of xBj of the ATLAS, CMS and LHCb
experiments. Thus the need for higher-twist terms at low
Q2 has no effect on LHC physics.
The χ2=ndof for HHT NNLO is 1316=1130 and for

HHT NLO is 1329=1130. This may be compared to the
HERAPDF2.0 χ2=ndof values of 1363=1131 for the
NNLO and 1356=1131 for the NLO fit. This represents
an improvement of Δχ2 ¼ −27 for NLO and an even more
significant Δχ2 ¼ −47 at NNLO. Table I details the main
contributions to this reduction of χ2. The HHT fit at NNLO
has a lower χ2 than the fit at NLO. This is a reversal of the
situation for HERAPDF2.0. Table I also lists the partial
χ2=ndp values for the high-precision NC eþp data withffiffiffi
s

p
¼ 318 GeV2. In addition, the χ2=ndp values for the

data points below Q2
min ¼ 3.5 GeV2 down to 2.0 GeV2 are

listed. These χ2 values provide an evaluation of the quality
of the predictions below Q2

min and quantify that the
extrapolation of HHT NNLO describes these data better
than the extrapolation of HERAPDF2.0, while the descrip-
tion at NLO does not improve.
The positive higher-twist terms preferred by the HHT

fits imply that FL is larger than those determined in the
HERAPDF2.0 fits. Since the structure function FL is
directly related to the gluon distribution at low x, at
OðαsÞ, it might be expected that a larger FL implies at
larger low-x gluon. However, this ignores the role of
higher-order matrix elements. In fact, the NNLO gluon
distribution exhibits a turnover at low x andQ2. This comes
from the substantial A0

g term which the HHT NNLO fit
requires even in the presence of the large higher-twist term.
To investigate this a gluon parametrization of the form
xgðxÞ ¼ AgxBgð1 − xÞCgð1þDgxÞ was also tested at both
NLO and NNLO. This form is called the alternative gluon
or AG form of the parametrization and it ensures that the
gluon distribution is always positive definite for Q2 ≥ μ2f0.
The AG fits and the fits using the form of Eq. (4) are very
similar at NLO. In contrast, the AG parametrization at
NNLO results in much higher χ2=ndof values, 1389=1133
for HERAPDF2.0 and 1350=1132 for HHT. At NNLO
the data favor a strong gluon turnover whereas AG, by
construction, does not allow this. The AG parametrization
is clearly not suited for fits at NNLO.
The validity of the assumption that perturbation theory is

applicable in the kinematic regime of the fits is tested by the
dependence of the quality of the fits, as represented by
χ2=ndof, on the value ofQ2

min. The value of χ
2=ndof should

ideally not depend strongly on Q2
min. The dependence of

χ2=ndof on Q2
min for HHT and HERAPDF2.0 is shown in

Fig. 2 for both NNLO and NLO. The values drop steadily
until Q2

min ≈ 10 GeV2, when the χ2=ndof becomes similar
for HHT and HERAPDF2.0. The effect of the higher-twist
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FIG. 1. The HHT parton distribution functions, xuv, xdv, xS
and xg, at the scale μ2f ¼ 10 GeV2 compared to the PDFs from
HERAPDF2.0 at NNLO (top) and NLO (bottom). The gluon and
sea distributions are scaled down by a factor 20. The bands
represent the experimental, i.e. fit, uncertainties.
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min ¼ 3.5 GeV2, compared

to the HERA measurements of σr. The bands represent the experimental, i.e. fit, uncertainties. Extrapolations are indicated
as dotted lines.

I. ABT et al. PHYSICAL REVIEW D 94, 034032 (2016)

034032-6

[Abt,Cooper-Sarkar,Foster,Myronenko,Wichmann,Wing 1604.02299]
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The first two PDF fits with small-x resummation

HELL → makes possible a PDF fit with small-x resummation

NNPDF3.1sx [1710.05935] xFitter [1802.00064, see also 1902.11125]

NeuralNet parametrization of PDFs polynomial paramterization
MonteCarlo uncertainty Hessian uncertainty
charm PDF is fitted charm PDF perturbatively generated
DIS+tevatron+LHC (∼ 4000 datapoints) only HERA data (∼ 1200 datapoints)
NLO, NLO+NLLx, NNLO, NNLO+NLLx NNLO, NNLO+NLLx

The quality of the fit improves substantially including small-x resummation

χ2/Ndat NNLO NNLO+NLLx

xFitter 1.23 1.17
NNPDF3.1sx 1.130 1.100

smaller!

Stable upon inclusion of low-x data →

 44Juan Rojo                                                                                                       Proton Structure and PDFs, DIS2019

Evidence for BFKL dynamics

Monitor the fit quality as one includes 
more data from the small-x region

NNPDF3.1 fits based on fixed order (NNLO) and small-x resumed (NNLO+NLLx) theory
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min
- log ( x
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t

 / 
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2 χ

NNPDF3.1sx, HERA inclusive structure functions

NNLO

NNLO+NLLx

NNPDF3.1sx, HERA inclusive structure functions

NNLO quality degrades as more 
small-x data included

Best description of small-x HERA data 
only possible with BFKL effects!

Ball et al 17, xFitter 18
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Improved description of low-x HERA data

Low x at HERA: importance of resummation in PDFs

DIS data from HERA extend down to x ⇠ 10�5

Tension between HERA data at low Q2 and low x with theory
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Figure 34: The combined low-Q2 HERA inclusive NC e+p reduced cross sections at
�
s =

318GeV with overlaid predictions from HERAPDF2.0 NNLO. The bands represent the total
uncertainties on the predictions. Dotted lines indicate extrapolation into kinematic regions not
included in the fit.

81

Attempts to explain this deviation with higher twists, saturation models, ...

Successful description of this region including small-x resummation!
[Ball,Bertone,MB,Marzani,Rojo,Rottoli 1710.05935] [xFitter+MB 1802.00064] [MB,Giuli 1902.11125]

Note: future higher energy colliders will probe smaller values of x
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Impact of small-x resummation on PDFs: the gluon

Small-x resummation mostly affects the gluon PDF (and the total quark singlet)
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NNPDF31sx global, Q = 1.64 GeV
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NNLO+NLLx
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NNPDF31sx global, Q = 100 GeV

NNLO

NNLO+NLLx

Dramatic effect of resummation on the gluon PDF at x ≲ 10−3

Persists at higher energy scales ⇒ impact for LHC and FCC-hh phenomenology

Note that the gluon PDF obtained with small-x resummation grows faster
→ saturation at some point!
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Impact of small-x resummation at LHC and future colliders

gg → H inclusive cross section
[MB,Marzani 1802.07758] [MB 1805.08785]
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ggH production cross section  ---  effect of small-x resummation

N
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N
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LO, res PDFs

N
3
LO+LLx, res PDFs

ggH cross section at FCC-hh ∼ 10% larger than expected!

At LHC +1% effect; larger effect expected at differential level

Other recent works on Higgs production [Hentschinski,Kutak,vanHameren 2011.03193]

[Celiberto,Ivanov,Mohammed,Papa 2008.00501]
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Parton luminosities at LHC

gg:
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Difference more pronounced in differential distributions at large rapidity
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Parton luminosities at FCC-hh
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Large effects also at the EW scale, especially at large rapidities
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Heavy-quark pair production at LHC

Fully differential heavy-quark pair production [MB,Silvetti (in preparation)]

We have resummed the cross section for different kinematics:

heavy-quark pair
dσ

dQ2 dY dqt
→ e.g. J/ψ, Υ production

single heavy quark
dσ

dY dpt
→ e.g. D, B meson production

Small-x resummation crucial for charm and bottom production

sensitive to very small x → constrain the PDFs [Gauld, Rojo 1610.09373]

key process at a forward physics facility (FPF) [Feng et al 2203.05090]
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Heavy-quark pair production at LHC: results [MB,Silvetti (in preparation)]

Hadron-level purely-resummed results for
dσ

dQ2 dY dqt
(pair kinematics)
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Heavy quark pair production, Q = 20 GeV, qt = 50 GeV, at LHC 8 TeV, using PDF4LHC15
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Heavy-quark pair production at LHC: results [MB,Silvetti (in preparation)]

Hadron-level resummed results for
dσ

dQ2 dY
(pair kinematics)
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What can we gain from future ep colliders?
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Figure 1.1: Coverage of the kinematic plane in deep inelastic lepton-proton scattering by some initial
fixed target experiments, with electrons (SLAC) and muons (NMS, BCDMS), and by the ep colliders:
the EIC (green), HERA (yellow), the LHeC (blue) and the FCC-eh (brown). The low Q2 region for the
colliders is here limited to about 0.2 GeV2, which is covered by the central detectors, roughly and perhaps
using low electron beam data. Electron taggers may extend this to even lower Q2. The high Q2 limit at
fixed x is given by the line of inelasticity y = 1. Approximate limitations of acceptance at medium x, low
Q2 are illustrated using polar angle limits of ⌘ = � ln tan ✓/2 of 4, 5, 6 for the EIC, LHeC, and FCC-eh,

respectively. These lines are given by x = exp ⌘ ·
p

Q2/(2Ep), and can be moved to larger x when Ep is
lowered below the nominal values.

.

o↵ers a unique potential to test the electroweak SM in the spacelike region with unprece-
dented precision. The high ep cms energy leads to the copious production of top quarks,
of about 2 · 106 single top and 5 · 104 tt̄ events. Top production could not be observed
at HERA but will thus become a central theme of precision and discovery physics with
the LHeC. In particular, the top momentum fraction, top couplings to the photon, the W
boson and possible flavour changing neutral currents (FCNC) interactions can be studied
in a uniquely clean environment (Chapter 5).

• The LHeC extends the kinematic range in lepton-nucleus scattering by nearly four orders
of magnitude. It thus will transform nuclear particle physics completely, by resolving the
hitherto hidden parton dynamics and substructure in nuclei and clarifying the QCD base
for the collective dynamics observed in QGP phenomena (Chapter 6).

• The clean DIS final state in neutral and charged current scattering and the high integrated

19
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The role of FCC-eh (and LHeC): impact on parton luminosities for FCC-hh

Parton-parton Luminosities

Ultimate prediction of pp interactions. external input. Decisive test of factorisation.

Prospects FCCeh: 

Dramatic reduction of PDF uncertainties with FCC-eh, especially at low and high x

Note: all PDFs from a single experiment!
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Conclusions

Interest in small x:

opportunity: exploring and understanding new regimes of QCD

tool: fundamental ingredient for FCC-hh (and low-Q2 LHC) phenomenology

QCD at small x:

small-x resummation (BFKL regime)

non-linear behaviour (saturation regime)

crucial to understand how QCD works at small x to provide reliable predictions for
present and future pp colliders

Where we are and where we go:

resummation of evolution, inclusive cross sections (DIS, Higgs, ...) ✓

resummation of differential distributions (QQ̄ ✓, Drell-Yan ongoing, ...)

extension beyond LLx (attempts ongoing)

A word on future colliders:

ep colliders (LHeC, FCC-eh) are crucial for exploring QCD at small x and to
provide precise PDFs for pp colliders → let’s consider them seriously!
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Heavy-quark pair production at LHC: results [MB,Silvetti (in preparation)]

Parton-level purely-resummed results for
dσ

dY dpt
(single-quark kinematics)
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PDF determination in practice

Strategy: fit fi(x, µ
2
0) by comparison with (many) data

parametrize 
PDFs at initial 

scale μ0

evolve with 
DGLAP to the 
data scale Q

compute the 
cross section

fi(x, μ20) fi(x, Q2data) σtheo

compare with 
actual data

(σtheo − σdata) → χ2

change the parameters to minimize χ2

Quality of extracted PDFs depends on the accuracy of the experimental data and of
the theoretical input
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Variable flavour number scheme: charm matching conditions

The number nf of “active” flavours changes during the evolution (factorization scheme choice
to resum large collinear mass logarithms from heavy quark pair production)

Marco Bonvini New insights on the proton's structure

How is a PDF set determined?

Once all (active) PDFs are known at an "initial" (low) scale, they can be computed at all (higher) scales 
using DGLAP evolution

Given the initial-scale boundary condition, then PDFs at higher scales are fully determined by 
‣ perturbative accuracy of DGLAP splitting functions Pij 
‣ quark masses mi 
‣ quark matching scales μi 
‣ perturbative accuracy of matching conditions Aij

A lot of the information on the PDF set is contained in the initial-scale PDFs 

f [3]
i (x, μ20)

i = g , u , ū , d, d̄, s, s̄

μ0 ∼ 1GeV
DGLAP 

nf=3
f [4]
i (x, μ2

c )
i = g , u , ū , d , d̄ , s, s̄, c c̄

μc ∼ mc

f [5]
i (x, μ2

b)
i = g , u , ū , d , d̄ , s, s̄, c c̄, b, b̄

μb ∼ mb

μ

f [3]
i (x, μ20)

How are these determined?

DGLAP 

nf=4

DGLAP 

nf=5

Matching relation between PDFs in schemes with different nf

f
[nf+1]

i (µ2) =
∑

j=light

Aij(m
2/µ2)⊗ f

[nf ]

j (µ2) Aij = perturbative matching coefficients
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The perturbatively generated charm PDF is much less dependent on the (unphysical) matching

scale when small-x resummation is included!
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Why is the effect of resummation mostly driven by the PDFs?

dσ

dQ2dY...
=

∫ 1

τ

dz

z

∫
dŷ fi

(√
τ

z
eŷ, Q2

)
fj

(√
τ

z
e−ŷ, Q2

)
Cij(z, Y − ŷ, ..., αs)

The small z integration region, where logs in C are large, is weighted by the PDFs
at large momentum fractions x =

√
τ
z
e±ŷ

Since PDFs die fast at large x, especially the gluon, the small-z region is suppressed!

Rather, the large z region is enhanced by the gluon-gluon luminosity
In that region, the difference between fixed-order and resummed PDFs is large
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Higgs production: LHC and future colliders
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N
3
LO+LL using    NLO+NLL PDFs

The large effect of the resummation is due to the NNLO being perturbatively
unstable at small x, leading to a smaller NNLO gluon at small x
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Impact of subleading logs (with xFitter)

First fit with HELL 3.0 [MB,Giuli 1902.11125]

Red and yellow curves differ by subleading logs
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Achieved with a new parametrization, more flexible at small x

xf(x, µ2
0) = AxB(1− x)C

[
1 +Dx+ Ex2 + F log x+G log2 x+H log3 x

]
Improved description of the low x data even at fixed order
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Impact of subleading logs (with xFitter)

The good agreement obtained at fixed order with the low x HERA data is achieved
in a different way with respect to the resummed case [MB,Giuli 1902.11125]

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1.1

10-4 10-3

x

HERA NC 920  -  Q2 = 3.5 GeV2

reduced cross section
F2 structure function
FL structure function
NNLO
NNLO+NLLx

At resummed level, both FL and F2 grow

At fixed order, FL grows below x ∼ 10−4 and F2 decreases, due to the sudden
growth of the gluon PDF

Marco Bonvini Phenomenology of small-x resummation 32

http://arxiv.org/abs/1902.11125


Future FL measurements

Measured DIS cross section

σr,NC =

= F2(x,Q
2) −

y2

1 + (1 − y)2
FL(x,Q

2)

y =
Q2

x s
= 1 −

E′
e

Ee

Extraction of FL requires changing s at
same x,Q2, at sufficiently large y,
namely small E′

e

LHeC projections assuming three
electron beam energies:
Ee = 60, 30, 20 GeV

Much higher precision than HERA!

it is assumed that ✓e may be calibrated to 0.2 mrad, as compared to 0.5 mrad at H1. The
residual photo-production background contamination is assumed to be 0.5 % at largest y, twice
better than with H1. There is further an assumption made on the radiative corrections which
are assumed to be uncertain to 1 % and treated as a correlated error. The main challenge is to
reduce the uncorrelated uncertainty, which here was varied between 0.2 and 0.5 %. This is about
ten to three times more accurate than the H1 result which may be a reasonable assumption: the
hundred fold increase in statistics sets a totally di↵erent scale to the treatment of uncorrelated
uncertainties, as from imperfect simulations, trigger e�ciency or Monte Carlo statistics. It
is very di�cult to transport previous results to the modern and future conditions. It could,
however, be an important fix point if one knows that the most precise measurement of Z boson
production by ATLAS at the LHC had a total systematic error of just 0.5 % [273].

LHeC

H1

<H1>

FL

FL

FL

Figure 4.16: H1 measurement and LHeC simulation of data on the longitudinal structure function
FL(x, Q2). Green: Data by H1, for selected Q2 intervals from Ref. [272]; Blue: Weighted average of the
(green) data points at fixed Q2; Red: Simulated data from an FL measurement at the LHeC with varying
beam energy, see text. The H1 error bars denote the total measurement uncertainty. The LHeC inner
error bars represent the data statistics, visible only for Q2 � 200 GeV2, while the outer error bars are the
total uncertainty. Since the FL measurement is sensitive only at high values of inelasticity, y = Q2/sx,
each Q2 value is sensitive only to a certain limited interval of x values which increase with Q2. Thus each
panel has a di↵erent x axis. The covered x range similarly varies with s, i.e. H1 x values are roughly
twenty times larger at a given Q2. There are no H1 data for high Q2, beyond 1000 GeV2, see Ref. [272].

The method here used is that of a simple straight-line fit of �r = F2 � f(y)FL (Eq. (4.6)), in
which FL is obtained as the slope of the f(y) dependence 5. The predictions for F2 and FL were

5Better results were achieved by H1 using a �2 minimisation technique, see Ref. [274], which for the rough
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Similar results expected for FCC-eh as well, but one order of magnitude smaller x
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Saturation

In standard linear approach (DGLAP) we consider parton splittings only

At high density, non negligible probability that partons recombine → non-linear
behaviour (restoration of unitarity)

Saturation models [Bartels,Golec-Biernat,Kowalski hep-ph/0203258]

[Iancu,Itakura,Munier hep-ph/0310338] [Golec-Biernat,Sapeta 1711.11360]
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Figure 4. The saturation scale in the GBW model (solid line), Eq. (2.7), and DGLAP improved

model (dashed line), Eq. (2.16), with the parameters from Fit 2 in Table 1 and 3, respectively. The

saturation scale from the original GBW model with charm [26] is shown as the dash-dotted line.

sizes to match the perturbative QCD result in this region. The essential elements of

the GBW model, the saturation scale and geometric scaling, are retained in the DGLAP

improved dipole cross section in the region rQs ≥ 1, which is mostly responsible for the

transition of F2 to small Q2 values.

2.3 Fit comparison

In Figure 3 we compare the normalised-to-one dipole cross sections from the GBW (blue

solid lines) and DGLAP improved (red dashed lines) models with the parameters from

Fit 2 in Table 1 and 3, respectively. We also use the appropriate saturation scales, given

by Eqs. (2.7) and (2.16), for the scaling variable, r̂ ≡ rQs. We see in the left plot that

for large values of r the two functions overlap while they differ in the small-r region where

the running of the gluon distribution starts to play a significant role. This is clearly seen

in the right plot where geometric scaling holds for the DGLAP improved model curve for

the scaling variable r̂ ≥ 1 and in the whole region for the GBW model curve. The two

model functions overlap for r̂ ≥ 1 due to their universal form, σdip ∼ 1 − exp(−r̂2/4), in

this region.

Notice also that the leftmost dashed curve of the DGLAP model in the left plot in

Figure 3, corresponding to x = 10−2, lies below the analogous GBW curve for small r. This

is due to the suppression term (1 − x)α present in the gluon distribution. Such a term is

missing in the GBW dipole cross section, where the saturation scale is always proportional

to x−λ.

It is also interesting to compare the saturation scales from the fits. They are shown

in Figure 4 in the two analysed models as the blue solid (GBW model) and red dashed

– 9 –

(fits to HERA data, including also data at Q2 ≲ 1GeV2)
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Will we see saturation at future ep colliders?
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Figure 1.1: Coverage of the kinematic plane in deep inelastic lepton-proton scattering by some initial
fixed target experiments, with electrons (SLAC) and muons (NMS, BCDMS), and by the ep colliders:
the EIC (green), HERA (yellow), the LHeC (blue) and the FCC-eh (brown). The low Q2 region for the
colliders is here limited to about 0.2 GeV2, which is covered by the central detectors, roughly and perhaps
using low electron beam data. Electron taggers may extend this to even lower Q2. The high Q2 limit at
fixed x is given by the line of inelasticity y = 1. Approximate limitations of acceptance at medium x, low
Q2 are illustrated using polar angle limits of ⌘ = � ln tan ✓/2 of 4, 5, 6 for the EIC, LHeC, and FCC-eh,

respectively. These lines are given by x = exp ⌘ ·
p

Q2/(2Ep), and can be moved to larger x when Ep is
lowered below the nominal values.

.

o↵ers a unique potential to test the electroweak SM in the spacelike region with unprece-
dented precision. The high ep cms energy leads to the copious production of top quarks,
of about 2 · 106 single top and 5 · 104 tt̄ events. Top production could not be observed
at HERA but will thus become a central theme of precision and discovery physics with
the LHeC. In particular, the top momentum fraction, top couplings to the photon, the W
boson and possible flavour changing neutral currents (FCNC) interactions can be studied
in a uniquely clean environment (Chapter 5).

• The LHeC extends the kinematic range in lepton-nucleus scattering by nearly four orders
of magnitude. It thus will transform nuclear particle physics completely, by resolving the
hitherto hidden parton dynamics and substructure in nuclei and clarifying the QCD base
for the collective dynamics observed in QGP phenomena (Chapter 6).

• The clean DIS final state in neutral and charged current scattering and the high integrated
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Disentangling non-linear QCD dynamics at FCC-eh/LHeC

Pseudo-data for LHeC with saturation→

DGLAP fits cannot absorb all the effect of
saturation → it is possible to identify
saturation effects by distortions in pulls

Possible thanks to the presence of data

sensitive to saturation at different Q2: the fit

cannot absorb a non-DGLAP Q2 dependence

Figure 4.9: The kinematic coverage of the NC e�p scattering pseudodata at the LHeC, where the blue
(red) points indicate those bins for which DGLAP (saturation) predictions are available.

Results and discussion

Using the analysis settings described above, we have carried out the profiling of PDF4LHC15
with the LHeC inclusive structure function pseudodata, which for x  10�4 (x > 10�4) has
been generated using the GBW saturation (DGLAP) calculations, and compare them with the
results of the profiling where the pseudodata follows the DGLAP prediction. We have generated
Nexp = 500 independent sets LHeC pseudodata, each one characterised by di↵erent random
fluctuations (determined by the experimental uncertainties) around the underlying central value.

To begin with, it is instructive to compare the data versus theory agreement, �2/ndat, between
the pre-fit and post-fit calculations, in order to assess the di↵erences between the DGLAP and
saturation cases. In the upper plots of Fig. 4.10 we show the distributions of pre-fit and post-fit
values of �2/ndat for the Nexp = 500 sets of generated LHeC pseudodata. We compare the results
of the profiling of the LHeC pseudodata based on DGLAP calculations in the entire range of
x with those where the pseudodata is based on the saturation model in the region x < 10�4.
Then in the bottom plot we compare of the post-fit �2 distributions between the two scenarios.
Note that in these three plots the ranges in the x axes are di↵erent.

From this comparison we can observe that for the case where the pseudodata is generated using
a consistent DGLAP framework (PDF4LHC15) as the one adopted for the theory calculations
used in the fit, as expected the agreement is already good at the pre-fit level, and it is further
improved at the post-fit level. However the situation is rather di↵erent in the case where a
subset of the LHeC pseudodata is generated using a saturation model: at the pre-fit level the
agreement between theory and pseudodata is poor, with �2/ndat ' 7. The situation markedly
improves at the post-fit level, where now the �2/ndat distributions peaks around 1.3. This result
implies that the DGLAP fit manages to absorb most of the di↵erences in theory present in
the saturation pseudodata. This said, the DGLAP fit cannot entirely fit away the non-linear
corrections: as shown in the lower plot of Fig. 4.10, even at the post-fit level one can still tell
apart the �2/ndat distributions between the two cases, with the DGLAP (saturation) pseudodata
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Figure 4.10: Upper plots: the distribution of pre-fit and post-fit values of �2/ndat for the Nexp = 500
sets of generated LHeC pseudodata. We compare the results of the profiling of the LHeC pseudodata
based on DGLAP calculations in the entire range of x (left) with those where the pseudodata is based
on the saturation model in the region x < 10�4 (right plot). Bottom plot: comparison of the post-fit
�2/ndat distributions between these two scenarios for the pseudodata generation.

peaking at around 0.9 (1.3). This comparison highlights that it is not possible for the DGLAP
fit to completely absorb the saturation e↵ects into a PDF redefinition.

In order to identify the origin of the worse agreement between theory predictions and LHeC
pseudodata in the saturation case, it is illustrative to take a closer look at the pulls defined as

P (x, Q2) =
Fdat(x, Q2)�Ffit(x, Q2)

�expF(x, Q2)
, (4.5)

where Ffit is the central value of the profiled results for the observable F (in this case the reduced
neutral current DIS cross section), Fdat is the corresponding central value of the pseudodata,
and �expF represents the associated total experimental uncertainty. In Fig. 4.11 we display the
pulls between the post-fit prediction and the central value of the LHeC pseudodata for di↵erent
bins in Q2. We compare the cases where the pseudodata has been generated using a consistent
theory calculation (DGLAP) with that based on the GBW saturation model.

The comparisons in Fig. 4.11 show first of all that in the DGLAP case the pulls are O(1) in
the entire kinematical range. This is of course expected, given that the LHeC pseudodata is
generated using the same theory as the one subsequently used for the fit. In the case where
the pseudodata has been partially generated with the saturation calculation, on the other hand,
one finds a systematic tension between the theory used for the fit (DGLAP) and the one used
to generate the pseudodata (saturation). Indeed, we find that at the smallest values of x the
theory prediction overshoots the data by a significant amount, while at higher x the opposite
behaviour takes place. One can also see that in the region 10�4 ⇠< x ⇠< 10�3 the fit undershoots
the pseudodata by a large amount.
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Figure 4.11: The pulls between the central value of the LHeC pseudodata and post-fit prediction,
Eq. (4.5), for four di↵erent bins in Q2. We compare the results of the profiling where the LHeC pseudo-
data has been generated using a consistent DGLAP theory with that partially based on the saturation
calculations.

These comparisons highlight how a QCD fit to the saturation pseudodata is obtained as a
compromise between opposite trends: the theory wants to overshoot the data at very small x
and undershoot it at larger values of x. These tensions result in a distorted fit, explaining the
larger �2/ndat values as compared to the DGLAP case. Such a behaviour can be partially traced
back by the di↵erent scaling in Q2 between DGLAP and GBW: while a di↵erent x dependence
could eventually be absorbed into a change of the PDFs at the parameterisation scale Q0, this
is not possible with a Q2 dependence.

The pull analysis of Fig. 4.11 highlights how in order to tell apart linear from non-linear QCD
evolution e↵ects at small-x it would be crucial to ensure a lever arm in Q2 as large as possible
in the perturbative region. This way it becomes possible to disentangle the di↵erent scaling
in Q2 for the two cases. The lack of a su�ciently large lever arm in Q2 at HERA at small x
could explain in part why both frameworks are able to describe the same structure function
measurements at the qualitative level. Furthermore, we find that amplifying the significance
of these subtle e↵ects can be achieved by monitoring the �2 behaviour in the Q2 bins more
a↵ected by the saturation corrections. The reason is that the total �2, such as that reported
in Fig. 4.10, is somewhat less informative since the deviations at small-Q are washed out by
the good agreement between theory and pseudodata in the rest of the kinematical range of the
LHeC summarised in Figs. 3.4 and 4.9.

To conclude this analysis, in Fig. 4.12 we display the comparison between the PDF4LHC15
baseline with the results of the PDF profiling of the LHeC pseudodata for the gluon (left) and
quark singlet (right) for Q = 10 GeV. We show the cases where the pseudodata is generated
using DGLAP calculations and where it is partially based on the GBW saturation model (for
x ⇠< 10�4). We find that the distortion induced by the mismatch between theory and pseudodata
in the saturation case is typically larger than the PDF uncertainties expected once the LHeC
constraints are taken into account. While of course in a realistic situation such a comparison
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Resummation or saturation? The role of eA experiments

A tension between fixed-order DGLAP fits and data at small-x can also be due to
the lack of small-x resummation in the theory

Once small-x resummation is included, it will be much more difficult to distinguish
between linear and non-linear dynamics, given that saturation is so much at the
border of the perturbative region for the accessible values of x at FCC-eh

DIS experiment on nuclei will help!

Indeed

saturation is a density non-linear effect, and we excpect it to be very sensitive
on the increased density in nuclei

resummation is a linear effect → much less sensitive to nuclear effects

⇒ eA program at FCC-eh will be fundamental to disentangle small-x resummation
linear dynamics to saturation non-linear dynamics

Note that EIC, due to the limited coverage in x (small energy), will not help for this

Marco Bonvini Phenomenology of small-x resummation 37



Strong coupling determination

well, but these will be under good control due to the measurements of charged particle spectra
at the LHeC and improved phenomenological models.

4.1.2 Pinning Down ↵s with Inclusive and Jet LHeC Data

The dependence of the coupling strength as a function of the renormalisation scale µR is predicted
by QCD, which is often called the running of the strong coupling. Its study with experimental
data represents an important consistency and validity test of QCD. Using inclusive jet cross
sections the running of the strong coupling can be tested by determining the value of ↵s at
di↵erent values of µR by grouping data points with similar values of µR and determining the
value of ↵s(µR) from these subsets of data points. The assumptions on the running of ↵s(µR)
are then imposed only for the limited range of the chosen interval, and not to the full measured
interval as in the previous study. Here we set µ2

R = Q2 + p2
T

1. The experimental uncertainties
from the fits to subsets of the inclusive jet pseudodata are displayed in Fig. 4.4. These results
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Figure 4.4: Uncertainties of ↵s(MZ) and corresponding ↵s(µR) in a determination of ↵s using LHeC
inclusive jet cross sections at di↵erent values of µ2

R = Q2+p2
T . Only experimental uncertainties are shown

for LHeC and are compared with a number of presently available measurements and the world average
value.

demonstrate a high sensitivity to ↵s over two orders of magnitude in renormalisation scale up

1 The choice of the scales follows a conventional scale setting procedure and uncertainties for the scale choice
and for unknown higher order terms are estimated by varying the scales. Such variations are sensitive only to the
terms which govern the behaviour of the running coupling, and may become unreliable due to renormalons [174].
An alternative way to fix the scales is provided by the Principle of Maximum Conformality (PMC) [175–179].
The PMC method was recently applied to predictions of event shape observables in e+e� ! hadrons [180]. When
applying the PMC method to observables in DIS, the alternative scale setting provides a profound alternative to
verify the running of ↵s(µR). Such a procedure could be particularly relevant for DIS event shape observables,
where the leading-order terms are insensitive to ↵s and conventional scale choices may not be adequately related
to the ↵s-sensitive higher order QCD corrections.
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Figure 4.6: Summary of ↵s(MZ) values in comparison with present values.

experimental uncertainties of the NC/CC DIS data are competitive with the world average
value. The measurement of jet cross sections will further improve that value (not shown).

Furthermore, LHeC will be able to address a long standing puzzle. All ↵s determinations from
global fits based on NC/CC DIS data find a lower value of ↵s(MZ) than determinations in the
lattice QCD framework, from ⌧ decays or in a global electroweak fit. With the expected precision
from LHeC this discrepancy will be resolved.

4.1.3 Strong coupling from other processes

A detailed study for the determination of ↵s(MZ) from NC/CC DIS and from inclusive jet data
was presented in the previous paragraphs. However, a large number of additional processes
and observables that are measured at the LHeC can also be considered for a determination of
↵s(MZ). Suitable observables or processes are di-jet and multi-jet production, heavy flavour
production, jets in photoproduction or event shape observables. These processes all exploit
the ↵s dependence of the hard interaction. Using suitable predictions, also softer processes
can be exploited for an ↵s determination. Examples could be jet shapes or other substructure
observables, or charged particle multiplicities.

Since ↵s(MZ) is a parameter of a phenomenological model, the total uncertainty of ↵s(MZ) is
always a sum of experimental and theoretical uncertainties which are related to the definition of
the observable and to the applied model, e.g. hadronisation uncertainties, diagram removal/sub-
traction uncertainties or uncertainties from missing higher orders. Therefore, credible prospects
for the total uncertainty of ↵s(MZ) from other observables or processes altogether are di�cult
to predict, even more since LHeC will explore a new kinematic regime that was previously
unmeasured.

In a first approximation, for any process the sensitivity to ↵s(MZ) scales with the order n of ↵s

in the leading-order diagram, ↵n
s . The higher the power n the higher the sensitivity to ↵s(MZ).
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Future ep colliders offer a unique opportunity to determine αs with high precision
(simultaneous determination of αs and PDFs)
Note: also a low luminosity run will already improve significantly the precision

Direct determination at low Q2 → important also for small x
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Strong coupling determination and its impact

Process �H [pb] ��scales ��PDF+↵s

HL-LHC PDF LHeC PDF

Gluon-fusion 54.7 5.4% 3.1 % 0.4 %
Vector-boson-fusion 4.3 2.1 % 0.4 % 0.3 %
pp!WH 1.5 0.5 % 1.4 % 0.2%
pp! ZH 1.0 3.5 % 1.9 % 0.3%
pp! tt̄H 0.6 7.5 % 3.5 % 0.4%

Table 9.4: Predictions for Higgs boson production cross sections at the HL-LHC at
p

s = 14 TeV and
its associated relative uncertainties from scale variations and two PDF projections, HL-LHC and LHeC
PDFs, ��. The PDF uncertainties include uncertainties of ↵s.

 NNNLO pp-Higgs Cross Sections at 14 TeV
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Figure 9.5: Cross sections of Higgs production calculated to N3LO using the iHix program [723] for existing
PDF parameterisation sets (left side) and for the LHeC PDFs (right side). The widths of the areas correspond
to the uncertainties as quoted by the various sets, having rescaled the CT14 uncertainties from 90 to 68 % C.L.
Results (left) are included also for di↵erent values of the strong coupling constant ↵s(M

2
Z), from 0.114 to 0.120.

The inner LHeC uncertainty band (red) includes the expected systematic uncertainty due to the PDFs while the
outer box illustrates the expected uncertainty resulting from the determination of ↵s with the LHeC.

9.2.2 Higgs Couplings from a simultaneous analysis of pp and ep collision
data

The LHC data collected during the Runs I and II have provided a first exploration of the
properties of the Higgs boson. The so-called  framework [724] – which allows modifications
of the SM-like couplings of the Higgs boson to each SM particle i, parameterised by coupling
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Red box: PDF uncertainty
Black box: PDF+αs uncertainty, using αs extracted from LHeC data
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