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 NEUTRON-STAR MERGERS AS SOURCES  
OF R-PROCESS ELEMENTS

(…SUCH AS GOLD)

• Are neutron-star mergers 
significant/dominant sources? 

• need explosive conditions with 
very high neutron densities 

• neutron density depends 
sensitively on neutrino 
interactions 

• suggested alternatives:  
- core-collapse supernovae  
- jets of magneto-rotational 
supernovae  
- accretion disks in collapsars 

(e.g. Lattimer & Schramm, Freiburghaus, 
Goriely, Wanajo, Qian, Woosley, Martinez-

Pinedo, Fischer, Metzger, Siegel, Pruet,  
McLaughlin, and many, many more)
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(see e.g. works by: Ruffert & Janka, Rosswog & 
Liebendoerfer, Freiburghaus, Shibata & Sekiguchi, 

Hotokezaka, Bauswein, Fernandez & Metzger, Surman, 
Just, Perego, Foucart, Siegel, Radice, Rezzolla, 

Giacomazzo, Ciolffi …)



GW170817 + EM COUNTERPARTS

➔ Mtot = M1 + M2 ~ 2.74 Msun 

➔ M1/M2 ~ 0.7 - 1 

➔ blue ejecta component with  
<Ye> > 0.25  
M      ~ 0.01-0.03 Msun 

➔ red ejecta component with  
<Ye> < 0.25  
M      ~ 0.01-0.03 Msun 

➔ low-luminosity gamma-ray burst 
with Epeak ~ 100keV 

OPTICAL SPECTRA OF THE FIRST LIGO/VIRGO NEUTRON STAR MERGER 3

Figure 1. Optical spectra of the BNS merger event GW170817. SOAR and Magellan spectra have been binned by a factor 2 for
clarity. The spectra at times . 4.5 d exhibit a clear optical peak that rapidly moves red. After this time, the flux is dominated by
an IR component discussed in Chornock et al. (2017). The UV data from HST (S/N< 1, essentially an upper limit) and Swift

show blanketing at short wavelengths. Inset: blackbody fits. The early spectra are more sharply peaked than blackbody emission,
due to the deficit of blue flux. At later times, the optical data are consistent with the blue tail of a ⇠ 3000 K blackbody peaking in
the near-IR.

Table 1. Log of optical and UV spectra

MJD Phasea Telescope Instrument Camera Grism or Exposure Average Wavelength Resolution
grating time (s) airmass range (Å) (Å)

57984.0 1.5 SOAR GHTS Blue 400-M1 3⇥1200 1.6 4000–8000 6
57985.0 2.5 SOAR GHTS Blue 400-M1 3⇥900 1.6 4000–8000 6
57986.0 3.5 SOAR GHTS Blue 400-M2 3⇥900 1.6 5000–9000 6
57987.0 4.5 SOAR GHTS Red 400-M1 3⇥900 1.6 4000–8000 6
57988.1 5.5 HST STIS NUV/MAMA G230L 2000 — 1600–3200 3
57990.0 7.5 SOAR GHTS Blue 400-M2 3⇥900 1.9 5000–9000 6
57991.0 8.5 Magellan Baade IMACS f2 G300-17.5 2⇥1200 2.0 4300–9300 6
57992.0 9.5 Magellan Baade IMACS f2 G300-17.5 2⇥1350 2.1 4300–9300 6

a Phase in rest-frame days relative to GW signal.

well fit by a low-order polynomial. Wavelength calibration
was performed by comparison lamp spectra, while flux cali-
bration was achieved using standard star observations on each
night. The final calibrations were scaled to match DECam
photometry observed at the same time (Cowperthwaite et al.
2017). The spectra were corrected for a Milky Way extinc-
tion E(B - V ) = 0.1053, using the dust maps of Schlafly &
Finkbeiner (2011), and cosmological redshift. We assume that
extinction in NGC 4993 is negligible, based on modelling by
Blanchard et al. (2017a).

We additionally obtained one epoch of UV spectroscopy
through Director’s Discretionary Time with the Hubble Space

Telescope using the Space Telescope Imaging Spectrograph
(STIS) with the NUV/MAMA detector and broad G230L
grating, covering ⇠ 1500–3000 Å2. Acquisition imaging was
carried out using the clear CCD50 filter. The transient is de-
tected clearly in a pair of 90 s CCD50 exposures. However,
no trace is visible in the UV spectrum, indicating that the
source is extremely UV-faint. In an effort to use all avail-
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Fig. 2. Optical and near-infrared light curves of SSS17a compared with kilonova models with (left) Ye = 0.10 − 0.40 and (right) Ye = 0.25. The optical and

near-infrared data are taken from Utsumi et al. (2017). For the observed data, the line of sight extinction of E(B − V) = 0.1 mag has been corrected. All the

magnitudes are given in AB magnitudes.

ple power-law form (r−3) from v = 0.05c to 0.2c, which
gives the average velocity of ⟨v⟩ = 0.1c, as a representa-
tive case (Metzger et al. 2010; Metzger 2017). We test three
different element abundances, which approximate the dy-
namical ejecta and post-merger ejecta. The first case de-
picts the abundances in the dynamical ejecta. Numerical
relativity simulations of NS mergers predict wide ranges
of Ye in the dynamical ejecta (Sekiguchi et al. 2015, 2016;
Radice et al. 2016; Foucart et al. 2016), which results in a
wide elemental distribution from Z ∼ 30 to 100. Such el-
ement abundances are shown in the orange line in Figure
1, which are calculated by assuming a flat Ye distribution
from 0.10 to 0.40 (Wanajo et al. 2014). The second and
third cases are for the post-merger ejecta. Since the ele-
ment abundances are subject to uncertainties, we approx-
imately take two representative values of Ye: high Ye (Ye

= 0.30, blue line) and medium Ye (Ye = 0.25, green line).
The high Ye model is completely lanthanide-free while the
medium Ye model contains a small fraction of lanthanide
elements. For all the models in this paper, the element dis-
tribution in the ejecta is assumed to be spatially homoge-
neous. Validity of this assumption is discussed in Section
4.

3 Results

The left panel of Figure 2 compares the observed light
curves of SSS17a (Utsumi et al. 2017) and the model with
Ye = 0.10 − 0.40 (the dynamical ejecta model). We find
that the ejecta mass of 0.03 M⊙ reasonably reproduces
the near-infrared brightness near the peak. However, the
calculated optical light curves are systematically fainter
than the observations by 1.0-1.5 mag at the initial phases
(t < 2 days). This is due to high optical opacities of lan-
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Fig. 3. Time evolution of optical and near-infrared spectral energy distribu-

tion of SSS17a compared with three models. The observational data are

taken from Utsumi et al. (2017). All of the three models assume the same

ejecta mass (0.03M⊙) and the same average velocity (⟨v⟩ = 0.1c). Orange

curves show the model of the dynamical ejecta (Ye = 0.10-0.40) while blue

and green curves show the models with the elemental abundances calcu-

lated with high Ye (Ye = 0.30) and medium Ye (Ye = 0.25), respectively.

Figure 4: | Spectroscopic data and model fits a: Spectroscopic data from +1.4 to +4.4 days after

discovery, showing the fast evolution of the SED. The points are coeval UgrizJHK photometry. b: Com-

parison of the +1.4 day spectrum with a TARDIS spectral model that includes Cs I and Te I [see text].

Thin vetical lines indicate the positions of spectral lines blueshifted by 0.2 c, corresponding to the photo-

spheric velocity of the model (the adopted black-body continuum model is also shown for reference). c: The

Xshooter spectrum at +2.4 days, also shows Cs I and Te I lines that are consistent with the broad features

observed in the optical and near infra-red (here, the lines are indicated at velocities of 0.13 c and we include

additional, longer wavelength transitions to supplement those in B.).
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( Smartt+’17)

Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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+ many other works by, e.g., Berger, Kasliwal, 
Kasen, Metzger, Mooley, Piran, Rosswog, 

Tanvir, Nakar, Gottlieb, MacFadyen, … 



➔ Mtot = M1 + M2 ~ 2.74 Msun 

➔ M1/M2 ~ 0.7 - 1 

➔ blue ejecta component with  
<Ye> > 0.25  
M      ~ 0.01-0.03 Msun 

➔ red ejecta component with  
<Ye> < 0.25  
M      ~ 0.01-0.03 Msun 

shock-heated dynamical ejecta and/or 
neutrino-processed ejecta launched 
from a HMNS remnant? High mass and 
velocity still enigmatic…

dynamical ejecta launched during 
merger or viscous ejecta from  
the remnant?

GW170817 + EM COUNTERPARTS

➜ many studies on interpretation of EM 
signals, e.g., Kasen ’18, Shibata ’18, Metzger 
’18, Mooley '18, Gottlieb ’18, Bromberg ‘18, 
MacFadyen ’18, …

➜ safe identification needs better modeling
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➔ radioactive decay heats newly synthesized 
material 

➔ light curves most sensitive to mass, velocity, 
and composition 

Kilo- / Macronovae

(Goriely et. al. 2011)
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Figure 5. Line expansion opacities for mixture of elements in
the ejecta of NS mergers (see Figure 1). The orange line represents
the opacity in the dynamical ejecta, which is calculated with the
abundance pattern of Ye = 0.10 − 0.40. The blue and green lines
represent the opacities in the high-Ye post-merger ejecta, which
are calculated with the abundance patterns of Ye = 0.25 and 0.30,
respectively. All the calculations assume ρ = 1 × 10−13 g cm−3,
T = 5, 000 K, and t = 1 day after the merger.

Layer 0 calculations with GRASP2K gives Nd iii opaci-
ties lower than more realistic (Layer 1 and Layer 2) cal-
culations. This is because the Layer 0 calculations give
higher energy levels (Figure 2), which reduces the con-
tribution of bound-bound transitions involving excited
levels for a given temperature.
For the Er ions, we find that two atomic codes give

larger discrepancies in the energy levels compared with
the cases of Nd ions. As in the case of Nd iii, opacities of
Er ii and Er iii from HULLAC calculations are slightly
smaller that those from GRASP2K calculations because
HULLAC calculations give slightly higher energy levels
for the excited energy levels. However, the difference in
the opacity is only up to a factor of about 2. Therefore,
we conclude that a relatively simplified calculations with
the HULLAC code gives opacities with sufficient accura-
cies for astronomical applications.
Finally we calculate the opacities for mixture of ele-

ments. We use the HULLAC results which cover more
elements and ionization states. Because we have atomic
structure calculations for a small number of elements, we
assume the same bound-bound transition properties for
the elements with the same open shell (see Figure 1).
For open f-shell elements, the former and latter halfs are
replaced with Nd and Er, respectively. For the heavy
elements with Z > 71, we repeat to use the data of Ru,
Te, Nd, and Er. For the elements with Z < 32, we use
Kurucz’s line list (Kurucz & Bell 1995). We neglect the
contribution of open s-shell elements because the total
fraction of these elements are small in the ejecta (Figure
1) and the opacities are subdominant (Figure 3).
As a result of high opacity of Lanthanide elements,

the opacities for the mixture of elements depends sig-
nificantly on Ye. Figure 5 shows the line expansion
opacity for the element mixture in the dynamical ejecta
(Ye = 0.10 − 0.40) and high-Ye ejecta (Ye = 0.25 and
0.30). If the ejecta is completely Lanthanide free as in the
case of Ye = 0.30, the line expansion opacity is smaller
than that in the Lanthanide-rich ejecta by a factor of
> 10 near the middle of optical range (∼ 5000 Å). How-
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Figure 6. Bolometric light curves of simple NS merger models
with Mej = 0.01M⊙ and vch = 0.1c. The solid curves show the re-
sults with the wavelength-dependent radiative transfer for different
abundance ratios according to Figure 1: Ye = 0.10−0.40 (orange),
Ye = 0.25 (green), and Ye = 0.30 (blue). The dashed lines shows
the results with the gray radiative transfer with the gray opacity
of 1.0 and 10.0 cm2 g−1 from top to bottom. For all the models,
the analytic heating rates are used and constant thermalization
efficiency (ϵ = 0.25) is assumed.

ever, small inclusion of Lanthanide elements dramatically
enhances the opacities as shown in the case of Ye = 0.25.
This demonstrates the importance of accurate Ye deter-
mination in the merger simulations for the accurate pre-
diction of kilonova signals.

4. RADIATIVE TRANSFER SIMULATIONS

We perform radiative transfer simulations by using
our new atomic data. We use three-dimensional, time-
dependent, wavelength-dependent Monte Carlo radia-
tive transfer code (Tanaka & Hotokezaka 2013). The
code takes into account electron scattering and bound-
bound, bound-free, and free-free transitions as sources
of opacity. In the previous version of the code
(Tanaka & Hotokezaka 2013; Tanaka et al. 2014; Tanaka
2016), we use the VALD database (Piskunov et al. 1995;
Ryabchikova et al. 1997; Kupka et al. 1999, 2000) for the
bound-bound transitions, while in this paper we use our
atomic data presented in Section 2 and treat element
mixture by using representative elements as described in
Section 3. To save the memory space in the computation,
we use a subset of the line list including the transitions
whose lower level energy is E1 < 5, 10, 15 eV for neutral
atom and singly and doubly ionized ions, respectively
(Subset 1 in Table 1) and whose oscillator strengths are
log(gfl) ≥ −3.0 (Subset 2 in Table 1). We confirm that
the use of this subset does not significantly affect the
calculated light curves and spectra.

4.1. Simple models

To study the effect of the element abundances (or Ye)
on the light curves, we calculate the light curves for the
three different abundance patterns displayed in Figure
1. For ease to extract the effect of opacities on the
element abundances, we employ a simple model of NS
merger ejecta, of which parameters are set to be the
same for three cases. The ejecta mass is taken to be
Mej = 0.01M⊙. The density structure of the ejecta is
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Figure 1. Element abundances in the ejecta of NS mergers at
t = 1 day after the merger. The orange line shows abundances for
dynamical ejecta (Wanajo et al. 2014), which is derived by averag-
ing the nucleosynthesis results of Ye = 0.10 − 0.40 assuming a flat
Ye distribution. The blue and green lines show the nucleosynthesis
results from trajectories of Ye = 0.25 and 0.30, respectively, which
represent the abundance patterns of high-Ye post-merger ejecta.
Black points connected with the line show the solar abundance
ratios of r-process elements (Simmerer et al. 2004).

inantly by neutrino heating (Wanajo & Janka 2012;
Perego et al. 2014; Fujibayashi et al. 2017) and nuclear
recombination (Fernández & Metzger 2013). These
components are as a whole denoted as “post-merger”
ejecta in this paper. The post-merger ejecta can consist
of less neutron rich material than in the dynamical
ejecta (Just et al. 2015; Martin et al. 2015; Wu et al.
2016; Lippuner et al. 2017); neutrino absorption as well
as a high temperature caused by viscous heating makes
ejected material less neutron rich or electron fraction Ye
(number of protons per nucleon) higher. If the ejecta
are free from Lanthanide elements, the emission from
post-merger ejecta can be brighter and bluer, which can
be called “blue kilonova” (Metzger & Fernández 2014;
Kasen et al. 2015). However, due to the lack of atomic
data of r-process elements, previous studies assume
opacities of Fe for Lanthanide-free ejecta. To predict
emission properties of kilonova, systematic atomic data
for r-process elements are important (see Kasen et al.
2013; Fontes et al. 2017; Wollaeger et al. 2017).
In this paper, we newly perform atomic structure cal-

culations for selected r-process elements. Using these
data, we perform radiative transfer simulations and
study the impact of element abundances to kilonova
emission. In Section 2, we show methods and results of
our atomic structure calculations. In Section 3, we cal-
culate opacities with these atomic data and discuss the
dependence on the elements. We then apply our data
for radiative transfer simulations in Section 4, and show
light curves of kilonova from dynamical and post-merger
ejecta of NS mergers. Finally we give summary in Sec-
tion 5.

2. ATOMIC STRUCTURE CALCULATIONS

We perform atomic structure calculations for Se (Z =
34), Ru (Z = 44), Te (Z = 52), Ba (Z = 56), Nd
(Z = 60) and Er (Z = 68). These elements are se-

lected to systematically study the opacities of elements
with different open shells: Ba is an open s-shell element,
Se and Te are open p-shell elements, Ru is an open d-
shell element, and Nd and Er are open f-shell elements.
We focus on neutral atom and singly and doubly ionized
ions because these ionization states are most common in
kilonova at t ∼> 1 day after the merger (Kasen et al. 2013;
Tanaka & Hotokezaka 2013).
In Figure 1, these elements are shown with three dif-

ferent abundance patterns in the ejecta of NS merg-
ers. While relativistic simulations of NS mergers predict
wide ranges of Ye between 0.05 and 0.45, the detailed
Ye distributions depend on the NS masses and their ra-
tios as well as the adopted nuclear equations of state
(Sekiguchi et al. 2015, 2016). In this paper, we assume
a flat mass distribution between Ye = 0.10 and 0.40 as
representative of dynamical ejecta. As shown in Figure
1 (orange line), the dynamical ejecta consist of a wide
range of r-process elements from the first (Z = 34) to
third (Z = 78) abundance peaks. For the post-merger
ejecta, we consider single Ye models of 0.25 (green) and
0.30 (blue) for simplicity. The former represents a case
that contains the second (Z = 52) abundance peak and a
small amount of Lanthanides. The latter is a Lanthanide-
free model without elements of Z > 50. For all the mod-
els, the nucleosynthesis abundances of each Ye are taken
from Wanajo et al. (2014).
For the atomic structure calculations, we use two dif-

ferent codes, HULLAC (Bar-Shalom et al. 2001) and
GRASP2K (Jönsson et al. 2013). The HULLAC code,
which employs a parametric potential method, is used
to provide atomic data for many elements while the
GRASP2K code, which enables more ab-initio calcu-
lations based on the multiconfiguration Dirac-Hartree-
Fock (MCDHF) method, is used to provide benchmark
calculations for a few elements. Such benchmark calcula-
tions are important because systematic improvement of
the accuracies is not always obtained with the HULLAC
code especially when little data are available in NIST
Atomic Spectra Database (ASD, Kramida et al. 2015).
By using these two codes, we also study the influence
of the accuracies of atomic calculations to the opacities.
Tables 1 and 2 summarize the list of ions for atomic struc-
ture calculations. In the following sections, we describe
our methods to calculate the atomic structures and tran-
sition probabilities.

2.1. HULLAC

HULLAC (Hebrew University Lawrence Livermore
Atomic Code, Bar-Shalom et al. 2001) is an integrated
code for calculating atomic structures and cross sections
for modeling of atomic processes in plasmas and emission
spectra. The latest version (9-601k) of HULLAC is used
in the present work to provide atomic data for Se i-iii, Ru
i-iii, Te i-iii, Nd i-iii, and Er i-iii. In HULLAC, fully
relativistic orbitals are used for calculations of atomic
energy levels and radiative transition probabilities. The
orbital functions ϕnljm are solutions of the single elec-
tron Dirac equation with a local central-field potential
U(r) which represents a nuclear field and a spherically
averaged interaction with other electrons in atoms,

[

cα · p+ (β − 1)c2 + U(r)
]

ϕnljm = εnljϕnljm, (1)

(Tanaka ’18)
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where f is the radioactive energy deposition factor†, 
is the opacity of the material, ⇠( 1) is a geometric fac-
tor, and �SB is the Stefan-Boltzmann constant. Here,
we suppose that the average velocity is 0.1 c. These es-
timates show that if we observe this post-merger ejecta
directly (i.e., from a low opening angle ✓ . 45�), the elec-
tromagnetic signal would be of a short-timescale, high-
luminosity, and blue transient.

We note that in the ejecta component for which Ye &
0.4, the nucleosynthesis products are likely to have a
smaller heating rate (or smaller value of f). Wanajo
et al. (2014) shows that the specific heating rate for
the ejecta with Ye & 0.35 is much smaller than that of
more neutron-rich ejecta. Thus, the high-electron frac-
tion ejecta may play a minor role as the energy source of
the electromagnetic signal (i.e., f could be much smaller
than 10�6) even if the ejecta mass is much larger than
that of the dynamical ejecta. We should also note that
Wanajo et al. (2014) considered only dynamical ejecta.
The late-time ejecta irradiated by neutrinos has higher
entropy than the dynamical ejecta. Even in the high-
electron fraction material, heavy elements can be syn-
thesized if the material has su�ciently high entropy and
expansion velocity (see, e.g., Ho↵man et al. 1997).

As we found in this paper, the early viscosity-driven
ejecta and late-time equatorial viscosity-driven ejecta
could have large mass & 0.01M� and moderately small
values of Ye (0.2–0.5 and 0.3–0.4, respectively). Such
ejecta is likely to be the major heating source and
contribute to electromagnetic counterparts as the en-
ergy source. Note that the mass of the late-time polar
viscosity-driven ejecta is likely to be much smaller and
Ye is large as & 0.4, and hence, their contribution would
be minor.

We note that the maximum mass for cold spherical
neutron stars for the DD2 EOS is Mmax ⇡ 2.4M�. If the
value of Mmax is not as high as this value for the neutron-
star EOS in nature, the MNS could collapse into a black
hole in a few seconds after the merger. In this case,
the electron fraction of the late-time equatorial viscosity-
driven ejecta becomes lower than that in the presence of
the MNS (Metzger & Fernández 2014; Just et al. 2015;
Lippuner et al. 2017), and hence, the viscosity-driven
ejecta would be more lanthanide-rich. We plan to per-
form simulations for such EOS in the future work.

5. SUMMARY

† We note that f is time-varying and proportional to ⇡
t
�1.3 (e.g., Metzger et al. 2010; Hotokezaka et al. 2017).

We performed a general relativistic neutrino-radiation-
viscous hydrodynamics simulation for a remnant of the
binary neutron star merger. We used data for a merger
remnant obtained from a fully general relativistic merger
simulation for the initial condition in this work. We
evolved the remnant MNS and torus together. This is
the first work in which such a remnant system is evolved
in a self-consistent manner taking into account the e↵ect
of angular momentum transport.

We found that there would be two viscous e↵ects on
the evolution of the merger remnant. One is the viscous
e↵ect on the di↵erentially rotating MNS, which results
in the transition of the rotational profile of the remnant
MNS from a di↵erentially rotating one to a rigidly rotat-
ing one in ⇠ 10 ms. The other plays an important role
in the long-term viscous evolution of the torus.

These viscous e↵ects introduce the mass ejection mech-
anisms which do not exist in the inviscid case. As a
result of the transition of the MNS density profile due
to the redistribution of its angular momentum, a sound
wave which becomes a shock wave eventually is formed
in the central region and then the material in the outer
region of the torus (r ⇠ 100 � 1000 km) is ejected by
the shock wave for the duration of . 0.1 s. After this
early viscosity-driven mass ejection ceased, the late-time
viscosity-driven mass ejection takes place from the torus.
The mass ejection with neutrino irradiation is activated
toward the polar direction first. After the neutrino cool-
ing becomes ine�cient in the torus, the viscosity-driven
mass ejection from the torus toward the equatorial direc-
tion is activated.

Table 3 summarizes the properties of the ejecta by var-
ious mass ejection processes. As found from this table,
the electron fraction of the post-merger ejecta is dis-
tributed between 0.2–0.5. In particular, for the polar
direction (✓ < 45�), the ejecta has higher values of elec-
tron fraction with Ye & 0.3. In such ejecta, lanthanide
elements are not e�ciently synthesized. The dynami-
cal ejecta of low electron fraction, which would contain
lanthanide elements, is ejected mainly near the equato-
rial plane. Therefore, if we observe the system from the
viewing angle less than 45�, the radioactive emission from
the viscosity-driven ejecta does not su↵er from the “lan-
thanide curtain” (Kasen et al. 2015) of the dynamical
ejecta, and we will observe a rapid, bright, and blue elec-
tromagnetic transient.

This indicates that the electromagnetic emission from
the viscosity-driven ejecta could approximately repro-
duce the electromagnetic signals in the optical–infrared

➔ strong Ye dependence calls for 
reliable neutrino treatment in 
simulations



Example: Post-merger BH-torus remnant

Mainly two ejecta 
components: 

● neutrino-driven wind,  
Ye controlled by neutrino 
absorption 

● wind driven by viscous 
expansion and angular 
momentum transport, 
Ye controlled by neutrino 
emission

(also: Fernandez ’13, Wu ’16, Siegel ’17)

(simulated with M1 neutrino transport code “ALCAR”,  
OJ, Bauswein, Ardevol, Goriely, Janka ’15) 



Nucleosynthesis yields of BH-torus ejecta
20 O. Just et al.
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Figure 13. Abundance distributions as functions of the atomic
mass for the neutrino-driven and viscous components of the disk
ejecta for tori of 0.1M� (top) and a 0.3M� (bottom). All distri-
butions are normalized so that

P
X = 1. Calculations correspond

to the M3A8m1a5 and M3A8m3a5 models. The dotted circles
show the solar r-abundance distribution (Goriely 1999).

The neutrino-driven and viscous outflow components
identified in Sect. 3.3 are characterized by di↵erent proper-
ties, i.e., the neutrino-driven component exhibits larger aver-
age electron fractions and higher escape velocities (cf. Fig. 9
and Sect. 3.3.3). Consequently, the abundance patterns are
di↵erent with less strong r-processing in the neutrino-driven
ejecta (Fig. 13). In the neutrino-driven wind, the trajectories
with electron fractions Ye <

⇠ 0.35 and with the shortest ex-
pansion timescales can still be responsible for the production
of the heavy r-nuclei with A > 140. In the viscous ejecta, the
average electron fraction is su�ciently lower such that the
third abundance peak is reached for a substantial amount
of outflow trajectories. In all studied cases, the mass of the
neutrino-driven outflow remains small compared to the one
associated with the viscous component (cf. Table 2). The
final, ejected (combined) abundance distribution in the disk
outflows is therefore essentially identical to the viscous com-
ponent. The ejected matter is roughly composed of 80 to
94% of r-process material, the remaining 6 to 20% being
made essentially of 4He.

Sensitivity to global parameters

Figure 14. Abundance distributions as functions of the atomic
mass for three systems with torus masses of Mtorus = 0.03, 0.1
and 0.3M� and a 3M� BH. All distributions are normalized to
the same solar A = 130 abundance. Calculations correspond to
the M3A8m03a5, M3A8m1a5 and M3A8m3a5 models. The dotted
circles show the solar r-abundance distribution (Goriely 1999).

The abundance distributions are found to be only
weakly sensitive to the torus mass, as shown in Fig. 14 for
cases with the same BH mass and spin and the same viscos-
ity. The di↵erences result from the two subtle trends that
the fraction of material with Ye < 0.2 as well as the mean
entropy slightly increase for lower torus masses. As can be
seen in Fig. 15, the abundance distribution is also found to
be only moderately sensitive to the BH mass. The observed
slight trend towards relatively heavier elements for lower BH
masses can be ascribed to the lower mean electron fractions
of the ejecta. In Fig. 16, we compare the abundance distri-
butions obtained with two values of the viscosity parameter
↵vis, both for the type 1 and type 2 prescriptions, as de-
scribed in Sect. 2.2. In general terms, the abundance distri-
bution is quite robust with respect to the viscosity treatment
for the intermediate-mass elements 80 6 A 6 130, while it
is rather sensitive to the viscosity for the A > 130 elements.
We observe that for a higher dynamic viscosity coe�cient
⌘vis a higher relative amount of A > 130 elements is ob-
tained (remembering also that the ⌘vis for the two viscosity
types are related by Eq. 2). This result can be explained by
the fact that a higher dynamic viscosity leads to a smaller
mean electron fraction Ȳe of the ejecta in our models (cf.
Table 2).

Sensitivity to r-process heating feedback
In Fig. 17 we compare the average temperatures as well

as the average heating rates for the models with and with-
out radioactive heating as implemented by the approximate
method described in Sect. 3.1. Correspondingly, in Fig. 18
we compare the abundance distributions for these models.
The variations introduced by such a lowest-order correction
for radioactive heating are only marginal. Besides minor
di↵erences in the abundance distributions, also the total
ejecta masses are hardly a↵ected. With heating Mout in-
creases from 22.1 to 22.4 per cent and from 22.7 to 22.8 per
cent of the original torus mass for models M4A8m3a5 and
M3A8m1a2, respectively (see Table 2). This indicates that
including the radioactive heating in a fully consistent man-
ner is not necessary or at least does not lead to any signifi-

c� 2014 RAS, MNRAS 000, 1–30

viscous outflows: 
-> low Ye 
-> more lanthanides 
-> higher opacity 
-> red Kilonova  
     (if observed independently)

neutrino-driven outflows: 
-> high Ye 
-> less lanthanides 
-> lower opacity 
-> blue Kilonova 
     (if observed independently)

(OJ, Bauswein, Ardevol, Goriely, Janka ’15)



BASIC TYPES OF NEUTRINO TREATMENTS

• Boltzmann-solvers (e.g. Monte-Carlo, Sn): 

• Truncated moment methods \w local closure (e.g. M1, flux-limited diffusion): 

• Leakage/trapping schemes:

∂tI(x, y, z, θ, ϕ, ϵ) + … = Qemission(ρ, T, Ye) − Qabsorption(ρ, T, Ye, I)
6 degrees of freedom  
(3 spatial, 3 mom. coords.)

∂tE(x, y, z, ϵ) + … = Q0
emission(ρ, T, Ye) − Q0

absorption(ρ, T, Ye, E, F, …)

Qemission − Qabsorption =: Qeffective
emission = f(ρ, T, Ye, τ)

∂tF(x, y, z, ϵ) + … = Q1
emission(ρ, T, Ye) − Q1

absorption(ρ, T, Ye, E, F, …)
4 degrees of freedom 

=> most accurate, most expensive

=> less accurate, less expensive, but still expensive

=> no evolution equation for neutrinos, least expensive

optical depth 



WHY DIFFERENT NEUTRINO SCHEMES?
Approximate neutrino transport schemes: 
• local cooling schemes 
• neutrino-leakage schemes 
• Flux-limited diffusion 
• M1 
• Ray-by-Ray approximation 
• …

Boltzmann-solvers: 
• discrete ordinate method 
• Monte Carlo 
• tangent-ray scheme (only Ray-by-Ray) 
• …

+ computationally efficient 
+ possible to explore larger parameter 

space 
+ accuracy may be sufficient for many 

questions 

+ potentially most accurate 

+ necessary when high accuracy is needed 

+ provide reference solutions for 
approximate methods

- potentially large uncertainties 

- impact of each approximation must be 
tested individually for each application

- affordable resolution limited, impact not 
well known 

- small number of available models: cross-
comparisons and parameter exploration 
unfeasible

😄
😄

😄
😄

😄

😩

😩

😩

😩

➡ cross-comparisons invaluable to assess reliability of 
each scheme 

➡ particular challenges in multi-D comparisons: 
high computational costs per simulation, turbulence, 
resolution, stochasticity…

😄



CLASSICAL LEAKAGE SCHEMES

optical depth 
τ ≫ 1

neutrinos emitted on  
diffusion timescale

optical depth 
τ ≪ 1

neutrinos emitted on  
production timescale

interpolation:

∂tYe + v∇Ye = Qeffective
emission ≡ Qemission(1 +

tdiff

tprod
)−1

=> free parameter “d”, no inclusion of neutrino equilibration, no absorption

tprod =
Eeq

ν

Qemission
tdiff =

3d
c

τ

(e.g. Ruffert & Janka,  
Rosswog & Liebend. ’01, 

see, however, ASL leakage by  
Perego ’15, Gizzi ’19,  

which is improved  
in several respects)  

τ ≈ 1

PNS  
or  

HMNS 



optical depth 
τ ≫ 1

neutrinos emitted on  
diffusion timescale

optical depth 
τ ≪ 1

neutrinos emitted on  
production timescale

tprod =
Eeq

ν

Qemission

equilibrium regime:
∂t(Ye + Yν) + v∇(Ye + Yν) = Qeffective

emission

=> more consistent inclusion of diffusion timescale and neutrino equilibration  
      and ‘ray-tracing’ method for absorption

NEW “ILEAS” LEAKAGE SCHEME

tprod =
Eeq

ν

−c ∇Eeq
ν

3κ

non-equil. regime:
∂tYe + v∇Ye = Qeffective

emission + Qabsorption

Qabsorption

Qabsorption

Qabsorption

(Ardevol, Janka, OJ, Bauswein, ’19) 

PNS  
or  

HMNS 
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APPENDIX A: C O MPARATI VE A NALYS I S OF
DIFFUSION TIME -SCALE PR E SC RIPTI ONS
USED IN THE LITERATURE

Although leakage schemes have been around for more than two
decades, not many comparisons between the different realizations
can be found in the literature. Here, we want to briefly compare
the most common leakage implementations used in the context of
neutrino physics in NS mergers, in particular, the schemes from
Ruffert et al. (1996, RJS) and Rosswog & Liebendörfer (2003, RL).

There are three main differences between both schemes: the
definition of the diffusion time-scale, the energy averaging and
the prescription of the neutrino chemical potential to describe the
neutrino spectra.

Figure A1. Radial profiles of the electron fraction and the neutrino
luminosities of the three neutrino species obtained by the different leakage
models summarized in Table A1, applied on a PNS snapshot (relaxed ALCAR

background at 0.5 s post-bounce) and relaxed for 5 ms. We did not include
absorption or equilibration in any of the numbered models in order to focus
on the differences of the leakage module alone. For comparison, we also plot
the results obtained by ALCAR and ILEAS (with absorption and equilibration).
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Table A1. Summary of the prescriptions for the neutrino diffusion time-scale, tdiff
νi

, energy averaging and neutrino
chemical potential, µν , employed for all models (including ILEAS and ALCAR) shown in Fig. A1. Additionally, we
present the neutrino luminosities of the three neutrino species obtained by applying them to a PNS snapshot at
0.5 s post-bounce. Models 1–7 do not include the effects of neutrino re-absorption or equilibration, whereas the
results obtained by ILEAS and ALCAR do.

Model tdiff
νi

Energy average µν Lνe Lν̄e Lνx

(1051 erg s−1) (1051 erg s−1) (1051 erg s−1)

Model 1 RJSa RJS RJS 7.0 7.8 4.2
Model 2 RLb RL RL 17.9 19.3 4.8
Model 3 RL RJS RJS 18.5 16.5 15.4
Model 4 RJS RL RJS 10.1 11.9 3.0
Model 5 RJS RJS RL 7.0 7.6 4.2
Model 6 RL RL RJS 18.6 19.3 4.8
Model 7 AJJBc AJJB AJJB 9.1 12.5 10.4
ILEAS AJJB AJJB AJJB 6.7 8.1 10.4
ALCAR – – – 7.0 7.6 9.0

Notes: a Ruffert, Janka & Schäfer (Ruffert et al. 1996).
b Rosswog & Liebendörfer (Rosswog & Liebendörfer 2003).
c Ardevol, Janka, Just & Bauswein (this work).

observed when applying ILEAS. This comparison further highlights
the advantages of the scheme presented in this work with respect to
some of the leakage versions widely used in the literature.

APPENDIX B: N E U T R I N O R E AC T I O N S

In this appendix, we collect the formulae for the different neutrino
reactions (opacities and production rates) of all three neutrino
species, employed in our scheme. Most reactions and their constants
are extracted from Ruffert et al. (1996), and references therein. In
this section, unlike in the body of this work, we employ only the
superscript of Qj

νi
with j = 0, 1 to denote number and energy rates,

respectively, for reasons of compactness in the formulation. All
production rates and opacities for νx include the contributions of all
four species (νµ, ν̄µ, ντ , and ν̄τ ).

B1 Opacities for diffusion

We define the energy-dependent absorption opacities, κνi,a(ϵ), fol-
lowing Bruenn (1985), with the correction of stimulated absorption
(neutrino phase-space blocking) from Rampp & Janka (2002),

κ∗
νi,a(ϵ) = κνi,a(ϵ)[1 − f (ϵ; T , ηeq

νi
)]−1. (B1)

Here, f(ϵ; T, ηi) = [1 + exp((ϵ/T) − ηi)]−1 is the distribution
function of fermions with degeneracy parameter ηi = µi/T and
energy ϵ. The superscript ‘eq’, in this case, denotes the usage of
the equilibrium neutrino degeneracy instead of the interpolated one
(see Section 2.2). The opacity for νe absorption on neutrons, n, is
given by

κ∗
νe,a(ϵ) = 1 + 3g2

A

4
σ0ξnp

[1 − f (ϵ + Q; T , ηe− )]
[1 − f (ϵ; T , η

eq
νe )]

(
ϵ + Q

mec2

)2

·
[

1 − (mec
2)2

(ϵ + Q)2

] 1
2

, (B2)

and ν̄e absorption on protons, p , by

κ∗
ν̄e,a(ϵ) = 1+3g2

A
4 σ0ξpn

[1−f (ϵ−Q;T ,ηe+ )]
[1−f (ϵ;T ,η

eq
ν̄e )]

(
ϵ−Q

mec2

)2

·
[
1 − (mec

2)2

(ϵ−Q)2

] 1
2
((ϵ − Q − mec

2). (B3)

Here, c is the speed of light, gA ≈ 1.25, σ0 = 1.76 × 10−44cm2,
and me the electron mass. [1 − f (ϵ ± Q; T , ηe∓ )] are the elec-
tron/positron phase-space blocking factors and the coefficients ξ np

and ξ pn (Bruenn 1985) are related to the nucleon blocking factors
Ynp and Ypn (Ruffert et al. 1996) as

ξnp = (nn + np)·Ynp = Aρ
Yp − Yn

eηp−ηn − 1
, (B4)

and

ξpn = (nn + np)·Ypn = Aρ
Yp − Yn

1 − eηn−ηp
, (B5)

where Yp and Yn are the proton and neutron number fractions,
respectively, and A is the Avogadro constant (Bruenn 1985). As
we pointed out in Section 2.2, this formulation of the blocking
factors assumes nucleons to be well represented by a free Fermi
gas. In order to avoid unphysical behaviour, we make use of the
free Fermi gas nucleon chemical potentials, which we calculate by
inverting the relation (Rampp 2000; Hecht 1989),

nN = 4π
(hc)3

(2mNc2T )3/2F1/2(ηN), (B6)

where N refers to the nucleon type, p or n.
If one assumes complete dissociation of matter in protons and

neutrons, the nucleon fractions can be expressed as Yp = Ye and
Yn = (1 − Ye), as in Ruffert et al. (1996). However, for more
consistent comparison to ALCAR, we relaxed this assumption and
employed the nucleon number densities obtained from the EoS. The
Heaviside step function ((ϵ − Q − mec2) in equation (B3) ensures
that the opacity remains defined and positive, setting the rest-mass
difference between particles on both sides of the interaction as the
minimum energy for ν̄e absorption.

The transport opacities for neutrino–nucleon scattering of all
three neutrino species are defined as

κνi ,s(ϵ) = CNσ0ξNN

(
ϵ

mec2

)2

, (B7)

where Cp = [4(CV − 1)2 + 5g2
A]/24 and Cn = (1 + 5g2

A)/24 with
CV = 1/2 + 2sin2θW and sin2θW = 0.23. We define the nucleon
Pauli blocking factor, YNN, following Mezzacappa & Bruenn (1993),
as an interpolation between (non-relativistic) degenerate and non-
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• stationary 1D hydro background taken from 

exploding CCSN at 0.5 s post-bounce 

• new diffusion timescale improves fluxes at high 
optical depths (r<25km) 

• new absorption treatment improves fluxes around 
the neutrino sphere (r~25km)

(Ardevol, Janka, OJ, Bauswein, ’19) 



ILEAS: COMPARISON WITH M1 CODE (ALCAR)  
FOR A STATIONARY POST-MERGER BH-TORUS4772 R. Ardevol-Pulpillo et al.

Figure 8. Results of our neutrino absorption scheme for an 0.3 M⊙ torus
around a 3 M⊙ BH, top plot for νe, and middle plot for ν̄e. Colour coding
displays the net energy-exchange rate Qnet

νi
= Q+

νi
− Q−

νi
(νi = νe, ν̄e) in

the absorption-dominated region, where this net rate is positive. The left
half-panel of each of these plots shows the results obtained by the ALCAR

scheme, while the right ones are the results with ILEAS. The white contours
depict the neutrinospheres, where τνi = 2/3. The bottom plot displays the
ratio of the net energy-exchange rates between ALCAR and ILEAS in regions
where both rates are positive (left-hand panel for νe and right-hand panel
for ν̄e).

SPH kernel, with |r − r j| being the distance between the centre
of the SPH particle and the grid point, and hj the smoothing
length. For the NS merger models presented in this section, we
employ a spherically symmetric cubic spline kernel (see Oech-
slin et al. 2007 for details on the SPH implementation). The
mapping of the neutrino source terms from ILEAS’ Cartesian
grid back to the SPH particles is performed with a trilinear
interpolation.

A direct comparison with results employing ALCAR or VERTEX

neutrino transport in the context of NS mergers is currently not
possible, as neither of these neutrino treatments are ready for
use in our SPH–CFC code. Nevertheless, numerical simulations
of the same astrophysical set-up are available in the literature
(e.g. Sekiguchi et al. 2015, 2016; Palenzuela et al. 2015), which
allows us to qualitatively compare our results to those obtained
by other groups employing different schemes. It is important to
remark, however, that substantial quantitative differences are to
be expected already from the diverse hydrodynamical solvers.
Particularly, the high numerical viscosity of SPH can influence the
neutrino-relevant temperature profile of the HMNS. Note however
the overall good agreement between SPH and grid-based codes as
far as bulk properties like the ejecta mass are concerned (see for
instance Bauswein et al. 2013; Hotokezaka et al. 2013). Moreover,
differences are likely to result from resolution differences and to
occur already between the different grid-based codes, but no detailed
comparisons exist in the literature. The functional dependence of
neutrino interactions on high powers of the temperature makes it
very difficult if not impossible to determine the exact origin of
variations in neutrino-related quantities between different codes,
caused either by the hydro-/thermodynamical evolution or the
neutrino treatment.

In Fig. 12, we provide vertical slices of the relevant hydro-
/thermodynamical quantities (ρ, temperature and Ye) for both
simulated models at 5 ms post-merger. The times are measured
with respect to the first minimum of the lapse function. Sekiguchi
et al. (2016) and Palenzuela et al. (2015) provide similar plots for the
same model setups, albeit at different post-merger times. In the first
row of plots, one can clearly see the structure of the merger remnant:
a deformed rotating HMNS surrounded by a torus of merger debris.
The central object retains the initial, low Ye (see bottom row in
Fig. 12) and is surrounded by a dense, neutron-rich inner disc (Ye <

0.2) together with an extended outer disc of higher electron-fraction
material (0.2 < Ye < 0.3). The polar regions are filled by material
with even higher electron fraction (Ye ! 0.3).

The top and middle rows of plots in Fig. 13 display the emission-
dominated (left-hand panels) and absorption-dominated (right-hand
panels) regions of the post-merger remnants (also in sectional
planes of the 3D distribution perpendicular to the orbital plane
at 5 ms post-merger). The blue regions of the left-hand panels
which lie inside the neutrinosphere (delimited with a white contour)
represent regions where the diffusion time-scale becomes negative.
In such regions, the diffusion time-scale employed by ILEAS is
set to infinity, quenching local neutrino losses (see Section 2.2.1).
Outside the contour, neutrino re-absorption mostly dominates over
emission, except in some regions of the torus surrounding the
HMNS. A vast number of neutrinos are re-absorbed right above
and below the central object (right-hand panels of the top and
middle rows in Fig. 13), substantially increasing the electron
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Figure 9. Evolution of the Ye of a prescribed outflow launched from the torus (initial torus mass 0.3 M⊙) surrounding a BH (3 M⊙) as it travels along a
straight path in the z-direction, exposed to the neutrino rates calculated by ALCAR (left half-panels) and ILEAS (right half-panels). The plots in the top row
display the results obtained for the same BH–torus snapshot also used in Fig. 8, while those in the bottom row show the results for a snapshot obtained after
5 ms of evolution with ALCAR and ILEAS, respectively (see Section 3.3). The two plots in the left-hand column provide the results obtained for a slow wind,
with an initial outflow velocity v0 = 100 km s−1 and a limiting velocity vlim = c/30, whereas the ones in the right-hand column provide the results obtained
by a fast wind, with v0 = 1000 km s−1 and vlim = c/10 (see the text for details).

fraction in such regions (see bottom panels in Figs 12 and 13). This
creates a baryon-polluted high-opacity region in the polar directions,
possibly obstructing the formation of jet-like structures (e.g. Just
et al. 2016).

The top panel in Fig. 14 displays the time evolution of the neutrino
luminosities of the three neutrino species for both merger models.
ILEAS is able to qualitatively reproduce the results obtained by other
NS–NS merger simulations which also include neutrinos, such as
the hierarchy of the neutrino luminosities (Lν̄e > Lνx ! Lνe ) or the
dependence on the EoS. Softer EoSs yield more compact NSs, which
collide more violently, thus producing hotter merger remnants
that emit higher neutrino luminosities. Quantitatively however, the
luminosities displayed in Fig. 14 are a factor 2−4 lower than the
ones reported by Sekiguchi et al. (2016) and Palenzuela et al.
(2015). Here, it is necessary to point out that the results presented

in these two papers (Palenzuela et al. 2015; Sekiguchi et al. 2016)
also show a disagreement of up to a factor 2 between each other.
Nevertheless, as mentioned before, it is impossible to identify the
exact origin of the differences (hydro-/thermodynamical evolution
or neutrino treatment) without a detailed comparison between the
different schemes, testing, and comparing the hydro and neutrino
transport methods separately.

The leakage neutrino mean energies (equation 45) obtained with
ILEAS for both models (see middle panel of Fig. 14) are comparable
with the approximate values reported by Sekiguchi et al. (2016)
which also employed a leakage + absorption scheme (although our
results are 2−3 MeV lower). The similarity of the neutrino mean
energies of νe and ν̄e for both EoS we observe in Fig. 14 was
already present in the results found by Foucart et al. (2016a) when
simulating the merger of two 1.2 M⊙ NSs with an M1 scheme to
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ILEAS: FULLY DYNAMIC MERGER SIMULATION  
(WITH CFC-SPH HYDRO CODE)
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4776 R. Ardevol-Pulpillo et al.

Figure 12. Vertical slices of the remnant of two binary NS mergers showing the density (top row), temperature (middle row), and electron fraction (bottom
row). The slices were taken 5 ms after merger (defined from the moment when the lapse function reaches its first minimum) from two symmetric simulations
with initial MNS = 1.35 M⊙, using the DD2 EoS (left-hand column) and the SFHo EoS (right-hand column). We caution the reader that the bottom row of
panels displays the angular averages of the electron fraction, as well as spatial ranges on the axes different from the two other rows.

recovery of the correct lepton fractions in the β-equilibrium regime,
and the EoS also includes the energy and pressure contributions of

the trapped neutrinos. Finally, by means of a simple multidimen-
sional ray-tracing algorithm, we account for the re-absorption in
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Figure 14. Top panel: neutrino luminosities from all neutrino species
(νe, ν̄e, and one representative of νx) obtained by ILEAS in the two
numerical simulations of NS mergers listed in Table 5 performed with the
SPH–CFC code described in Oechslin et al. (2007). Middle panel: mean
neutrino energies of all neutrino species, calculated in the leakage approach
(equation 45) for the same NS merger models. Bottom panel: mean neutrino
energies of electron-type neutrinos calculated for diagnostics (equation 49).
The luminosities and mean energies are computed for an observer at infinity
and the time is measured with respect to the first minimum of the lapse
function.

Table 5. List of NS merger models presented in this work, with
their initial setup (NS masses and EoS) and the properties of the
ejected material (mass and average Ye) extracted at 5 ms post-
merger. (The merger time is defined from the moment when the
lapse function reaches its first minimum.).

EoS NS masses Ejecta mass Ejecta ⟨Ye⟩
(M⊙) (10−3 M⊙)

DD2 1.35–1.35 1.8 0.26
SFHo 1.35–1.35 3.2 0.26

Figure 15. Histogram showing the electron fraction (versus mass fraction)
of the material ejected in the two symmetric NS merger simulations listed
in Table 5. The ejecta properties were measured 5 ms after merger (defined
from the moment when the lapse function reaches its first minimum). The
total ejecta masses and average ejecta Ye obtained in the reported models
are summarized in Table 5.

optically thin conditions of neutrinos leaking out from the system.
In order to keep the absorption module computationally efficient, we
decided to resort to a grey approximation for ILEAS. However, our
spectral calculation of the diffusive flux allows us to approximately
capture the energy-dependent decoupling of neutrinos from matter
in the integrated diffusion time-scale. Our results show that, despite
the inherent approximations, ILEAS is sufficiently good to reproduce
the results of more sophisticated transport schemes on the level of
10 per cent, locally and globally.

Motivated by its future application in the context of NS mergers,
we tested the performance of ILEAS by comparison to available
simulations representing some of the typical conditions encoun-
tered during NS mergers. We presented the results obtained with
ILEAS applied on 3D mappings of several PNS cooling snapshots
from the 1D PROMETHEUS-VERTEX simulation (Sr) with energy-
dependent neutrino transport performed by Hüdepohl et al. (2010).
For all tested snapshots, ranging from 0.2 s until 1.5 s post-
bounce, ILEAS was able, after a short relaxation of the medium
(i.e. after evolving temperature and Ye for 5 ms), to reproduce
not only the total VERTEX luminosities, but also the complete
radial luminosity profiles within ∼10 per cent accuracy. In order
to provide a more detailed comparison, we also tested ILEAS on a
snapshot obtained from the evolution of the same PNS performed
by ALCAR (Just et al. 2015b), which includes an energy-dependent
M1 transport solver and exactly the same neutrino reactions as
ILEAS for νe and ν̄e. As with the VERTEX cases, ILEAS reached
an agreement within 10 per cent accuracy with the ALCAR results.
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spectral calculation of the diffusive flux allows us to approximately
capture the energy-dependent decoupling of neutrinos from matter
in the integrated diffusion time-scale. Our results show that, despite
the inherent approximations, ILEAS is sufficiently good to reproduce
the results of more sophisticated transport schemes on the level of
10 per cent, locally and globally.

Motivated by its future application in the context of NS mergers,
we tested the performance of ILEAS by comparison to available
simulations representing some of the typical conditions encoun-
tered during NS mergers. We presented the results obtained with
ILEAS applied on 3D mappings of several PNS cooling snapshots
from the 1D PROMETHEUS-VERTEX simulation (Sr) with energy-
dependent neutrino transport performed by Hüdepohl et al. (2010).
For all tested snapshots, ranging from 0.2 s until 1.5 s post-
bounce, ILEAS was able, after a short relaxation of the medium
(i.e. after evolving temperature and Ye for 5 ms), to reproduce
not only the total VERTEX luminosities, but also the complete
radial luminosity profiles within ∼10 per cent accuracy. In order
to provide a more detailed comparison, we also tested ILEAS on a
snapshot obtained from the evolution of the same PNS performed
by ALCAR (Just et al. 2015b), which includes an energy-dependent
M1 transport solver and exactly the same neutrino reactions as
ILEAS for νe and ν̄e. As with the VERTEX cases, ILEAS reached
an agreement within 10 per cent accuracy with the ALCAR results.
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• results qualitatively consistent with previous 
studies (e.g. Sekiguchi, Foucart, Palenzuela et al) 

• quantitative differences (must be understood 
in future work) (Ardevol, Janka, OJ, Bauswein, ’19) 



Neutrinos… 
• … cool down PNS and 

thereby regulate its size 

• … heat up post-shock 
material in “gain layer” 

• …control the Ye of PNS and 
ejecta

NEUTRINO TRANSPORT IN CCSNE: 
IMPACT OF RAY-BY-RAY APPROXIMATION

20 Msun model, simulated with M1 code ALCAR  
using ray-by-using (OJ, Bollig, Janka et al 2018) 

Ye entropy/baryon



20 Msun model, simulated with M1 code ALCAR  
using ray-by-ray (OJ, Bollig, Janka et al 2018) 

Neutrinos… 
• … cool down PNS and by 

that regulate its size 

• … heat up post-shock 
material in “gain layer” 

• …control the Ye of PNS and 
ejecta

NEUTRINO TRANSPORT IN CCSNE: 
IMPACT OF RAY-BY-RAY APPROXIMATION

Ray-by-ray approximation: 
• neutrino distribution along 

each radial ray assumed to 
be axisymmetric around ray 

• motivated by spherical shape 
of neutrino sphere 

• large computational savings 
• one of most often employed 

approximations in CCSN 
simulations

neutrino  
sphere 

Ye entropy/baryon
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Figure 8. Same as Fig. 4 but for the axisymmetric s20 models whose names are displayed in the panel for TNS, and additionally providing
the lateral kinetic energies in the gain region, Elat

kin,g, as well as the convection parameter, �conv, in the bottom row. The compilation of
models compares the RbR+ cases with Alcar and Vertex to the reference 2D model s20-ref1. Lines with enhanced thickness but same
color denote models with same corresponding physics ingredients but a di↵erent initial perturbation pattern. The curves are smoothed
using running averages of 10ms.
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☛ good agreement between ALCAR and VERTEX with RbR  

☛ RbR causes stronger linear sloshing = earlier explosions 

☛ large stochastic scatter of explosion times
(OJ, Bollig, Janka et al, ’18) 



AND IN 3D? MUCH SMALLER IMPACT OF RBR

6

approximation. To assess the influence of grid resolu-
tion, we varied the number of radial and angular grid
zones (the labels of our simulations contain the num-
ber of angular grid zones, see Section 2 and Table 1).
For the s20 progenitor model, we also varied the type
of the polar grid. Besides uniform angular cell spacing
(labeled “uni”), coarser resolution at the poles (labeled
“pol” and copying the lateral grid structure applied to
3D simulations to alleviate time step constraints) was
tested. Moreover, we performed one simulation on a po-
lar grid with coarser resolution at the equator (labeled
“equ”). Except for using di↵erent neutrino-transport
methods and the aforementioned grid parameters, all
physical and numerical inputs are identical in our simu-
lations.

We present an overview of all 2D simulations for the
s20 progenitor model in Figure 3. The top panel shows
the temporal evolution of the angle-averaged shock radii
Rs, which indicate successful shock revival for two of
the RbR+ simulations between 400 ms and 500 ms af-
ter core-bounce. In these simulations, shock revival oc-
curs shortly after the Si/Si-O interface falls through the
shock, leading to a significant drop in the mass accre-
tion rate at ⇠ 200 ms (compare Figure 2). As the central
panel of Figure 3 shows, successful shock revival is ac-
companied by a drop in the neutrino luminosities, which
is a direct consequence of the reduced mass accretion
onto the neutron star. We define the luminosity L⌫ for
any neutrino species ⌫ at a radius r in the co-moving
frame of the stellar fluid by

L⌫ = r2
Z

F r
⌫ d" d⌦. (2)

In contrast, non-exploding models exhibit almost con-
stant neutrino luminosities after 200 ms post bounce
(p.b.) because of continuing mass accretion. From the
evolution of the shock radii we also conclude that none
of the 2D simulations with FMD neutrino transport re-
sults in an explosion until at least 700 ms after bounce.

As already argued by Dolence et al. (2015) and Skin-
ner et al. (2016), this discrepancy between 2D simula-
tions with RbR+ and FMD neutrino transport may be
explained by a stronger feedback between the neutrino
field and the axial sloshing of the SASI in the case of
the RbR+ approximation. For this reason, we analyzed
the time-dependent neutrino-heating rates at the poles,
and we found deviations from the angle-averaged val-
ues to be significantly larger in RbR+ simulations. We
will come back to a discussion of this behavior in our
comparison between di↵erences of 2D and 3D heating
rates (see Section 4.1). This analysis confirms that in
2D simulations with strong SASI sloshing along the axis,
the RbR+ approximation can amplify local variations at
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Figure 3. Comparison of 2D simulations of the s20 pro-
genitor model. We show, as functions of the time after
bounce, the angle-averaged shock radii Rs, gain radii Rg,
and neutron-star radii Rns (all in the top panel; see la-
bels), the neutrino luminosities L⌫ (central panel) for ⌫e,
⌫̄e, and ⌫x (see labels), and the ratios of advection to heat-
ing timescales ⌧adv/⌧heat (bottom panel). The neutrino lu-
minosities are evaluated at a radius of r = 400 km in the
co-moving frame of the stellar fluid. The simulations di↵er
in the neutrino-transport scheme (line style), and in the grid
type and resolution (line color), see legend and Table 1 for
an overview. Note that the neutrino luminosities and the
ratios of advection to heating timescales were smoothed by
running averages of 5 ms, and that some lines were shifted
vertically to facilitate readability of the plot. These lines are
marked with labels indicating the number by which they are
shifted in units of the ordinate.

the poles and, therefore, may lead to conditions that are
more beneficial for shock revival than corresponding re-
sults with an FMD neutrino-transport scheme.

In addition to discrepancies between 2D simulations
with RbR+ and FMD neutrino transport, we find fur-
ther di↵erences in dependence on the polar grid. As
the top panel of Figure 3 shows, we find successful
shock revival only for RbR+ simulations with high an-
gular grid resolution at the poles (labels “uni/80” and
“equ/80”). In contrast, simulations that were performed
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ing timescales ⌧adv/⌧heat (bottom panel). The neutrino lu-
minosities are evaluated at a radius of r = 400 km in the
co-moving frame of the stellar fluid. The simulations di↵er
in the neutrino-transport scheme (line style), and in the grid
type and resolution (line color), see legend and Table 1 for
an overview. Note that the neutrino luminosities and the
ratios of advection to heating timescales were smoothed by
running averages of 5 ms, and that some lines were shifted
vertically to facilitate readability of the plot. These lines are
marked with labels indicating the number by which they are
shifted in units of the ordinate.

the poles and, therefore, may lead to conditions that are
more beneficial for shock revival than corresponding re-
sults with an FMD neutrino-transport scheme.

In addition to discrepancies between 2D simulations
with RbR+ and FMD neutrino transport, we find fur-
ther di↵erences in dependence on the polar grid. As
the top panel of Figure 3 shows, we find successful
shock revival only for RbR+ simulations with high an-
gular grid resolution at the poles (labels “uni/80” and
“equ/80”). In contrast, simulations that were performed

8

Figure 4. Lateral kinetic energies Ekin,✓(r) for three
di↵erent 2D RbR+ simulations of the s20 progenitor
model. We show Ekin,✓(r), averaged over a time interval
t 2 [300 ms, 350 ms], as functions of radius r. The total lat-
eral kinetic energies (dashed lines) are obtained by integrat-
ing the kinetic energy over spherical shells at each radius r
(see Equation (8)). For polar kinetic energies (solid lines),
the shell integral includes only regions close to the poles with
polar angles ✓ 2 [0, 10�] and ✓ 2 [170�, 180�]. To facilitate
comparison, the polar energies are rescaled by the ratio of
the total shell volume to the polar volume at each radius. No-
tice that the radial grids of all three simulations are identical,
so we can compare integrals over radial shells in a straight-
forward manner.

to polar volume at each radius. Figure 4 shows the
lateral kinetic energies averaged over the time interval
t 2 [300 ms, 350 ms], which corresponds to the phase of
violent turbulent motions in the gain layer shortly before
exploding models exhibit shock runaway. In the region
behind the shock, i.e. between 120 km and 220 km, the
polar kinetic energies are significantly suppressed in the
simulation with coarser polar grid resolution (“pol/80”,
solid blue line), when compared to the other two simula-
tions (solid orange and green lines), but also when com-
pared to the total kinetic energy (dashed blue line). For
simulations with high polar resolution (“equ/80” and
“uni/80”), the polar energies exceed the total energies
(dashed orange and green lines) for radii between 170 km
and 220 km.

Since all of our successful explosions of the s20 progen-
itor model in 2D are driven by strong SASI sloshing mo-
tions in polar directions, we suspect that in simulations
with coarser angular resolution at the poles the sup-
pression of turbulent motions leads to conditions that
are less favorable for a successful explosion because of
weaker turbulent e↵ects (see, e.g., Murphy et al. 2013;
Müller & Janka 2015; Radice et al. 2016; Mabanta &
Murphy 2018) in particular around the grid axis. For
2D simulations of the s20 model, this su�ces to turn a
successful explosion into a failed one.
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Figure 5. Comparison of 2D simulations of the s9.0 pro-
genitor model. Similarly to Figure 3, we show, as functions
of the time after bounce, the angle-averaged shock radii Rs,
gain radii Rg, and neutron-star radii Rns (all in the top panel;
see labels), and the neutrino luminosities L⌫ (bottom panel)
for ⌫e, ⌫̄e, and ⌫x (see labels). The neutrino luminosities are
evaluated at a radius of r = 400 km in the co-moving frame
of the stellar fluid. We di↵erentiate the 2D simulations of the
s9.0 model by color (see legend). Note that the luminosities
were smoothed by running averages of 5 ms, and some lines
were shifted vertically to facilitate readability of the plot.
These lines are marked with labels indicating the number by
which they are shifted in units of the ordinate.

In order to compare simulations with the RbR+ ap-
proximation and FMD neutrino transport in the case of
successful CCSN explosions, we chose the low-mass iron-
core progenitor star s9.0 for our second set of 2D and
3D simulations (compare Radice et al. 2017 and Just et
al. 2018, who found explosions for the s9.0 model in 2D
simulations with FMD neutrino transport). For the 2D
simulations of the s9.0 model, we restricted ourselves
to the polar grids that we use in our 3D simulations
(“pol/40” and “pol/80”).

In Figure 5 we present an overview of all 2D sim-
ulations of the s9.0 progenitor model. As the tem-
poral evolution of the angle-averaged shock radii (top
panel) shows, all simulations exhibit shock revival within
300 ms to 400 ms after core-bounce. Apart from stochas-
tic fluctuations, we find only minor di↵erences in the
evolution of the shock radii and perfect agreement for
gain radii and neutron-star radii. Simulations with low
grid resolution and with the RbR+ approximation tend
to exhibit slightly larger shock radii, when compared to
simulations with high resolution and with FMD trans-
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Figure 4. Lateral kinetic energies Ekin,✓(r) for three
di↵erent 2D RbR+ simulations of the s20 progenitor
model. We show Ekin,✓(r), averaged over a time interval
t 2 [300 ms, 350 ms], as functions of radius r. The total lat-
eral kinetic energies (dashed lines) are obtained by integrat-
ing the kinetic energy over spherical shells at each radius r
(see Equation (8)). For polar kinetic energies (solid lines),
the shell integral includes only regions close to the poles with
polar angles ✓ 2 [0, 10�] and ✓ 2 [170�, 180�]. To facilitate
comparison, the polar energies are rescaled by the ratio of
the total shell volume to the polar volume at each radius. No-
tice that the radial grids of all three simulations are identical,
so we can compare integrals over radial shells in a straight-
forward manner.

to polar volume at each radius. Figure 4 shows the
lateral kinetic energies averaged over the time interval
t 2 [300 ms, 350 ms], which corresponds to the phase of
violent turbulent motions in the gain layer shortly before
exploding models exhibit shock runaway. In the region
behind the shock, i.e. between 120 km and 220 km, the
polar kinetic energies are significantly suppressed in the
simulation with coarser polar grid resolution (“pol/80”,
solid blue line), when compared to the other two simula-
tions (solid orange and green lines), but also when com-
pared to the total kinetic energy (dashed blue line). For
simulations with high polar resolution (“equ/80” and
“uni/80”), the polar energies exceed the total energies
(dashed orange and green lines) for radii between 170 km
and 220 km.

Since all of our successful explosions of the s20 progen-
itor model in 2D are driven by strong SASI sloshing mo-
tions in polar directions, we suspect that in simulations
with coarser angular resolution at the poles the sup-
pression of turbulent motions leads to conditions that
are less favorable for a successful explosion because of
weaker turbulent e↵ects (see, e.g., Murphy et al. 2013;
Müller & Janka 2015; Radice et al. 2016; Mabanta &
Murphy 2018) in particular around the grid axis. For
2D simulations of the s20 model, this su�ces to turn a
successful explosion into a failed one.
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Figure 5. Comparison of 2D simulations of the s9.0 pro-
genitor model. Similarly to Figure 3, we show, as functions
of the time after bounce, the angle-averaged shock radii Rs,
gain radii Rg, and neutron-star radii Rns (all in the top panel;
see labels), and the neutrino luminosities L⌫ (bottom panel)
for ⌫e, ⌫̄e, and ⌫x (see labels). The neutrino luminosities are
evaluated at a radius of r = 400 km in the co-moving frame
of the stellar fluid. We di↵erentiate the 2D simulations of the
s9.0 model by color (see legend). Note that the luminosities
were smoothed by running averages of 5 ms, and some lines
were shifted vertically to facilitate readability of the plot.
These lines are marked with labels indicating the number by
which they are shifted in units of the ordinate.

In order to compare simulations with the RbR+ ap-
proximation and FMD neutrino transport in the case of
successful CCSN explosions, we chose the low-mass iron-
core progenitor star s9.0 for our second set of 2D and
3D simulations (compare Radice et al. 2017 and Just et
al. 2018, who found explosions for the s9.0 model in 2D
simulations with FMD neutrino transport). For the 2D
simulations of the s9.0 model, we restricted ourselves
to the polar grids that we use in our 3D simulations
(“pol/40” and “pol/80”).

In Figure 5 we present an overview of all 2D sim-
ulations of the s9.0 progenitor model. As the tem-
poral evolution of the angle-averaged shock radii (top
panel) shows, all simulations exhibit shock revival within
300 ms to 400 ms after core-bounce. Apart from stochas-
tic fluctuations, we find only minor di↵erences in the
evolution of the shock radii and perfect agreement for
gain radii and neutron-star radii. Simulations with low
grid resolution and with the RbR+ approximation tend
to exhibit slightly larger shock radii, when compared to
simulations with high resolution and with FMD trans-

(Glas, OJ, Janka, Obergaulinger 2019, all simulations done with ALCAR code) 
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Figure 6. Overview of all 3D simulations of the s20 pro-
genitor model. Shown are, as functions of the time after
bounce, the angle-averaged shock radii Rs (solid lines), av-
erage gain radii Rg (dashed lines), and neutron-star radii
Rns (dotted lines; all in the first panel), the ratios of ad-
vection to heating timescales ⌧adv/⌧heat (second panel), the
non-radial kinetic energies in the gain layer Eg

kin,✓,� (third
panel), the � parameters (fourth panel), and the dipole mo-
ments of the angle-dependent shock radii Rl=1

s , normalized
to corresponding values of the monopole moments Rs (fifth
panel). The di↵erent line colors correspond to low- (su�xes
“L”) and high-resolution (su�xes “H”) simulations with ei-
ther the FMD neutrino-transport scheme or the RbR+ ap-
proximation (see legend in the bottom panel). Note that �
and Rl=1

s were smoothed by running averages of 5 ms.

ably smaller di↵erences between RbR+ and FMD than
in the low-resolution cases.

In addition to the aforementioned di↵erences be-
tween simulations with RbR+ and FMD, we find
the high-resolution simulations to exhibit larger shock
radii (ca. 10 km di↵erence) between 100 ms and 220 ms
after bounce, when compared to the low-resolution
cases. Consequently, the masses in the gain layer and,
therefore, the advection timescales are larger in high-
resolution simulations, leading to higher timescale ra-
tios in these cases. These di↵erences between low- and
high-resolution simulations are caused by hydrodynamic
instabilities in the post-shock region, which are slightly
stronger and, thus, push the shock further outward in
the high-resolution simulations. This can be seen from
the third panel of Figure 6, which shows the non-radial
kinetic energies in the gain layer, Eg

kin,✓,�, as functions
of the time after bounce. We calculate Eg

kin,✓,� by the

volume integral1

Eg
kin,✓,� =

Z

Vgain

⇢

 
v2✓ + v2�

2

!
dV, (9)

with polar and azimuthal velocity components v✓ and
v�, respectively. The high-resolution simulations exhibit
a slightly earlier rise and larger values of the lateral ki-
netic energies until 200 ms p.b., after which they start
oscillating in all simulations in a similar manner as the
angle-averaged shock radii.

A possible explanation for the di↵erent behavior be-
tween low- and high-resolution simulations in these first
200 ms is provided by Fernández & Thompson (2009),
who show that higher (radial) grid resolution is benefi-
cial for the growth of SASI, and results from 3D CCSN
simulations by Fernández (2015) reveal higher kinetic
energies in the gain layer for simulations with higher
angular resolution (see Figure 7d there). In order to as-
sess the evolution of hydrodynamic instabilities in the
post-shock layer in more detail and, in particular, to
distinguish between SASI-dominated and convection-
dominated phases in our simulations, we analyze two
additional diagnostic quantities.

First, we consider the � parameter (Foglizzo et al.
2006), which provides information about the conditions
for the growth of convection in the post-shock layer. Fa-
vorable conditions arise when buoyant mass motions can
set in faster than seed perturbation get advected out of
the gain layer, i.e., when the timescale for the growth of

1 Note that Equations (8) and (9) define two di↵erent types
of lateral kinetic energies. Equation (8) (see Section 3) defines
Ekin,✓(r) for radial shells, whereas Equation (9) defines Eg

kin,✓,�
for the whole gain layer.
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Figure 6. Overview of all 3D simulations of the s20 pro-
genitor model. Shown are, as functions of the time after
bounce, the angle-averaged shock radii Rs (solid lines), av-
erage gain radii Rg (dashed lines), and neutron-star radii
Rns (dotted lines; all in the first panel), the ratios of ad-
vection to heating timescales ⌧adv/⌧heat (second panel), the
non-radial kinetic energies in the gain layer Eg

kin,✓,� (third
panel), the � parameters (fourth panel), and the dipole mo-
ments of the angle-dependent shock radii Rl=1

s , normalized
to corresponding values of the monopole moments Rs (fifth
panel). The di↵erent line colors correspond to low- (su�xes
“L”) and high-resolution (su�xes “H”) simulations with ei-
ther the FMD neutrino-transport scheme or the RbR+ ap-
proximation (see legend in the bottom panel). Note that �
and Rl=1

s were smoothed by running averages of 5 ms.

ably smaller di↵erences between RbR+ and FMD than
in the low-resolution cases.

In addition to the aforementioned di↵erences be-
tween simulations with RbR+ and FMD, we find
the high-resolution simulations to exhibit larger shock
radii (ca. 10 km di↵erence) between 100 ms and 220 ms
after bounce, when compared to the low-resolution
cases. Consequently, the masses in the gain layer and,
therefore, the advection timescales are larger in high-
resolution simulations, leading to higher timescale ra-
tios in these cases. These di↵erences between low- and
high-resolution simulations are caused by hydrodynamic
instabilities in the post-shock region, which are slightly
stronger and, thus, push the shock further outward in
the high-resolution simulations. This can be seen from
the third panel of Figure 6, which shows the non-radial
kinetic energies in the gain layer, Eg

kin,✓,�, as functions
of the time after bounce. We calculate Eg

kin,✓,� by the

volume integral1

Eg
kin,✓,� =

Z

Vgain

⇢

 
v2✓ + v2�

2

!
dV, (9)

with polar and azimuthal velocity components v✓ and
v�, respectively. The high-resolution simulations exhibit
a slightly earlier rise and larger values of the lateral ki-
netic energies until 200 ms p.b., after which they start
oscillating in all simulations in a similar manner as the
angle-averaged shock radii.

A possible explanation for the di↵erent behavior be-
tween low- and high-resolution simulations in these first
200 ms is provided by Fernández & Thompson (2009),
who show that higher (radial) grid resolution is benefi-
cial for the growth of SASI, and results from 3D CCSN
simulations by Fernández (2015) reveal higher kinetic
energies in the gain layer for simulations with higher
angular resolution (see Figure 7d there). In order to as-
sess the evolution of hydrodynamic instabilities in the
post-shock layer in more detail and, in particular, to
distinguish between SASI-dominated and convection-
dominated phases in our simulations, we analyze two
additional diagnostic quantities.

First, we consider the � parameter (Foglizzo et al.
2006), which provides information about the conditions
for the growth of convection in the post-shock layer. Fa-
vorable conditions arise when buoyant mass motions can
set in faster than seed perturbation get advected out of
the gain layer, i.e., when the timescale for the growth of

1 Note that Equations (8) and (9) define two di↵erent types
of lateral kinetic energies. Equation (8) (see Section 3) defines
Ekin,✓(r) for radial shells, whereas Equation (9) defines Eg

kin,✓,�
for the whole gain layer.
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Figure 13. Overview of all 3D simulations of the s9.0 pro-
genitor model. Shown are, as functions of the time after
bounce, the angle-averaged shock radii Rs (solid lines), gain
radii Rg (dashed lines), and neutron-star radii Rns (dotted
lines; all in the first panel), the ratios of advection to heat-
ing timescale ⌧adv/⌧heat (second panel), the non-radial ki-
netic energies in the gain layer Eg

kin,✓,� (third panel), the
� parameters (fourth panel), and the dipole moments of
the angle-dependent shock radii Rl=1

s , normalized to corre-
sponding values of the monopole moments Rs (fifth panel).
The di↵erent line colors correspond to low- (su�x “L”) and
high-resolution (su�x “H”) simulations with either the FMD
neutrino-transport scheme or the RbR+ approximation (see
legend in the bottom panel).

Figure 14. Neutrino luminosities L⌫ (top panel) and neu-
trino mean energies h"⌫i (bottom panel) as functions of the
time after bounce for all 3D simulations of the s9.0 progeni-
tor model. Luminosities and mean energies are measured at
a radius of r = 400 km in the co-moving frame of the stellar
fluid. Di↵erent line styles show electron neutrinos ⌫e (solid
lines), electron antineutrinos ⌫̄e (dashed lines) and heavy lep-
ton neutrinos ⌫x (dotted lines). To facilitate readability of
the plot some lines were shifted vertically indicated by the
numbers giving the shifts in units of the ordinate.

simulations of the s20 progenitor model stay convection-
dominated and do not exhibit any obvious SASI activity
until the end of the simulations. Remarkably, we ob-
serve the dipole moments of the shock deformation to
reach amplitudes up to 10% of the monopole moments
(fifth panel), triggered mainly by large-scale convective
plumes in the post-shock layer. All in all, we do not
find any major di↵erences between all four 3D simula-
tions of the s9.0 progenitor model, neither between low-
and high-resolution simulations, nor between RbR+ and
FMD neutrino transport.

Figure 14 shows the co-moving frame neutrino lumi-
nosities (top panel) and mean energies (bottom panel)
for all three neutrino species at a radius of r = 400 km.
Again, the agreement between all four simulations is ex-
cellent. Shortly after shock expansion at about 300ms
p.b., both neutrino luminosities and mean energies sig-
nificantly drop due to the decline of the mass accretion
onto the neutron star. As a result of continued cooling
of the hot proto-neutron star, both neutrino luminosi-
ties and mean energies exhibit almost constant values
(decreasing only slowly with time) until the end of our
simulations.
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Figure 6. Overview of all 3D simulations of the s20 pro-
genitor model. Shown are, as functions of the time after
bounce, the angle-averaged shock radii Rs (solid lines), av-
erage gain radii Rg (dashed lines), and neutron-star radii
Rns (dotted lines; all in the first panel), the ratios of ad-
vection to heating timescales ⌧adv/⌧heat (second panel), the
non-radial kinetic energies in the gain layer Eg

kin,✓,� (third
panel), the � parameters (fourth panel), and the dipole mo-
ments of the angle-dependent shock radii Rl=1

s , normalized
to corresponding values of the monopole moments Rs (fifth
panel). The di↵erent line colors correspond to low- (su�xes
“L”) and high-resolution (su�xes “H”) simulations with ei-
ther the FMD neutrino-transport scheme or the RbR+ ap-
proximation (see legend in the bottom panel). Note that �
and Rl=1

s were smoothed by running averages of 5 ms.

ably smaller di↵erences between RbR+ and FMD than
in the low-resolution cases.

In addition to the aforementioned di↵erences be-
tween simulations with RbR+ and FMD, we find
the high-resolution simulations to exhibit larger shock
radii (ca. 10 km di↵erence) between 100 ms and 220 ms
after bounce, when compared to the low-resolution
cases. Consequently, the masses in the gain layer and,
therefore, the advection timescales are larger in high-
resolution simulations, leading to higher timescale ra-
tios in these cases. These di↵erences between low- and
high-resolution simulations are caused by hydrodynamic
instabilities in the post-shock region, which are slightly
stronger and, thus, push the shock further outward in
the high-resolution simulations. This can be seen from
the third panel of Figure 6, which shows the non-radial
kinetic energies in the gain layer, Eg

kin,✓,�, as functions
of the time after bounce. We calculate Eg

kin,✓,� by the

volume integral1

Eg
kin,✓,� =

Z

Vgain

⇢

 
v2✓ + v2�

2

!
dV, (9)

with polar and azimuthal velocity components v✓ and
v�, respectively. The high-resolution simulations exhibit
a slightly earlier rise and larger values of the lateral ki-
netic energies until 200 ms p.b., after which they start
oscillating in all simulations in a similar manner as the
angle-averaged shock radii.

A possible explanation for the di↵erent behavior be-
tween low- and high-resolution simulations in these first
200 ms is provided by Fernández & Thompson (2009),
who show that higher (radial) grid resolution is benefi-
cial for the growth of SASI, and results from 3D CCSN
simulations by Fernández (2015) reveal higher kinetic
energies in the gain layer for simulations with higher
angular resolution (see Figure 7d there). In order to as-
sess the evolution of hydrodynamic instabilities in the
post-shock layer in more detail and, in particular, to
distinguish between SASI-dominated and convection-
dominated phases in our simulations, we analyze two
additional diagnostic quantities.

First, we consider the � parameter (Foglizzo et al.
2006), which provides information about the conditions
for the growth of convection in the post-shock layer. Fa-
vorable conditions arise when buoyant mass motions can
set in faster than seed perturbation get advected out of
the gain layer, i.e., when the timescale for the growth of

1 Note that Equations (8) and (9) define two di↵erent types
of lateral kinetic energies. Equation (8) (see Section 3) defines
Ekin,✓(r) for radial shells, whereas Equation (9) defines Eg

kin,✓,�
for the whole gain layer.
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genitor model. Shown are, as functions of the time after
bounce, the angle-averaged shock radii Rs (solid lines), av-
erage gain radii Rg (dashed lines), and neutron-star radii
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non-radial kinetic energies in the gain layer Eg
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ments of the angle-dependent shock radii Rl=1

s , normalized
to corresponding values of the monopole moments Rs (fifth
panel). The di↵erent line colors correspond to low- (su�xes
“L”) and high-resolution (su�xes “H”) simulations with ei-
ther the FMD neutrino-transport scheme or the RbR+ ap-
proximation (see legend in the bottom panel). Note that �
and Rl=1

s were smoothed by running averages of 5 ms.

ably smaller di↵erences between RbR+ and FMD than
in the low-resolution cases.

In addition to the aforementioned di↵erences be-
tween simulations with RbR+ and FMD, we find
the high-resolution simulations to exhibit larger shock
radii (ca. 10 km di↵erence) between 100 ms and 220 ms
after bounce, when compared to the low-resolution
cases. Consequently, the masses in the gain layer and,
therefore, the advection timescales are larger in high-
resolution simulations, leading to higher timescale ra-
tios in these cases. These di↵erences between low- and
high-resolution simulations are caused by hydrodynamic
instabilities in the post-shock region, which are slightly
stronger and, thus, push the shock further outward in
the high-resolution simulations. This can be seen from
the third panel of Figure 6, which shows the non-radial
kinetic energies in the gain layer, Eg

kin,✓,�, as functions
of the time after bounce. We calculate Eg

kin,✓,� by the

volume integral1

Eg
kin,✓,� =

Z

Vgain
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v2✓ + v2�
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!
dV, (9)

with polar and azimuthal velocity components v✓ and
v�, respectively. The high-resolution simulations exhibit
a slightly earlier rise and larger values of the lateral ki-
netic energies until 200 ms p.b., after which they start
oscillating in all simulations in a similar manner as the
angle-averaged shock radii.

A possible explanation for the di↵erent behavior be-
tween low- and high-resolution simulations in these first
200 ms is provided by Fernández & Thompson (2009),
who show that higher (radial) grid resolution is benefi-
cial for the growth of SASI, and results from 3D CCSN
simulations by Fernández (2015) reveal higher kinetic
energies in the gain layer for simulations with higher
angular resolution (see Figure 7d there). In order to as-
sess the evolution of hydrodynamic instabilities in the
post-shock layer in more detail and, in particular, to
distinguish between SASI-dominated and convection-
dominated phases in our simulations, we analyze two
additional diagnostic quantities.

First, we consider the � parameter (Foglizzo et al.
2006), which provides information about the conditions
for the growth of convection in the post-shock layer. Fa-
vorable conditions arise when buoyant mass motions can
set in faster than seed perturbation get advected out of
the gain layer, i.e., when the timescale for the growth of

1 Note that Equations (8) and (9) define two di↵erent types
of lateral kinetic energies. Equation (8) (see Section 3) defines
Ekin,✓(r) for radial shells, whereas Equation (9) defines Eg

kin,✓,�
for the whole gain layer.

\wo RbR, low resolution
\wo RbR, high resolution
\w RbR, low resolution
\w RbR, high resolution

S20, 2D:

S9, 2D: S9, 3D:

S20, 3D:\w RbR

\wo RbR

☛ overall weaker oscillation amplitudes in 3D than in 2D 
☛ small impact of RbR in 3D  
☛ lends credibility to most existing RbR models



Take Home Messages

• NS mergers produce a variety of different outflow components, each 
with individual nucleosynthesis signature as well es EM signal 

• reliable determination of ejecta properties from multi-messenger 
observations calls for reliable and robust neutrino schemes (also holds 
for CCSNe) 

• new scheme “ILEAS” incorporates important effects due to equilibration, 
neutrino absorption, and diffusion in a computationally efficient leakage 
method 

• first results look qualitatively consistent with previous works, but still need to 
find reason for quantitative differences 

• we tested the commonly employed ray-by-ray (RbR) approximation for 
CCSNe in 2D and 3D 

• RbR facilitates explosions in 2D, at least in sloshing-dominated (“SASI”) 
cases 

• in 3D almost no sensitivity to RBR because of absence of artificial 
symmetry axis


