
THE RHIC BEAM ENERGY SCAN: 
PHYSICS AND UPGRADES
David Tlusty (Rice University)

➤ QCD phase diagram and RHIC 
Beam Energy Scan   

➤ results from phase I 
➤ projections for phase II

Outline



David Tlusty (Rice) ECT* Workshop

QCD PHASE DIAGRAM

➤ experimentally, one can access different regions of phase diagram by 
varying centre-of-mass energy √sNN 

➤ RHIC beam energy scan (BES) covers both μB regions with  crossover and 
possible 1st order phase transition and critical point 
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BES Phase II – Physics Cases for iTPC 

Beam Energy Scan – Phase I Results:  

• Seen the turn-off of QGP signatures.  

• Seen  suggestions of the first order phase transition.  

• Not seen conclusive evidence of a critical point.  

 

The most promising region for refining the search is in 
the lower energiesÎ 19.6, 15, 11.5, 7.7, and lower.  
 

The iTPC Upgrades strengthen the BES II physics program, 

and enables new key measurements: 

• Rapidity dependence of proton kurtosis 

• Dilepton program (sys. errors and intermediate mass region) 

• Enables the internal fixed target program to cover  7.7 to 3.0 GeV 
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QCD PHASE DIAGRAM - CONTINUATION 
➤ Turn-off of QGP signatures - suppression, elliptic flow 
➤ Critical point - divergence of the correlation length ⇒ non-

monotonic behavior of higher moments of conserved 
quantities 
➤ experimentally, skewness S, and kurtosis κ of the event-by-event net-

particle distributions 

➤ First-order phase transition - changes in the equation of state 
(EoS) due to attractive force (softest point) ⇒  
➤ non-monotonic behavior of directed flow slope at mid-rapidity          

(dv1/dy|y=0) 
➤ non-monotonic behavior of triangular flow scaled by multiplicity 

density 
➤ “step” in mean transverse mass of identified particles
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PART I - RESULTS FROM 
BES-I
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ONSET OF DECONFINEMENT - SUPPRESSION (1) 
➤ nuclear modification 

factor RCP 

➤ smooth transition from 
suppression to 
enhancement 

➤ RCP > 1 does not mean 
automatically absence of 
QGP 

➤ Cronin-like 
enhancement competes 
with the suppression 
effect

5

4

(GeV/c)
T

p0 1 2 3 4 5 6 7 8 9 10

 [(
0-

5%
)/(

60
-8

0%
)]

C
P

R

1

10

Au+Au
 = 7.7 GeVNNs

11.5 GeV
14.5 GeV
19.6 GeV
27 GeV
39 GeV
62.4 GeV

 scalingpartN

FIG. 1. Charged hadron R
CP

for RHIC BES energies. The
uncertainty bands at unity on the right side of the plot corre-
spond to the p

T

independent uncertainty in N
coll

scaling with
the color in the band corresponding to the color of the data
points for that energy. The vertical uncertainty bars corre-
spond to statistical uncertainties and the boxes to systematic
uncertainties.

fect these measurements would require reference data for
the BES, p+p and p(d)+Au.

Several physical e↵ects could enhance hadron produc-
tion in specific kinematic ranges, concealing the turn-o↵
of the suppression due to jet-quenching. One such e↵ect
is the Cronin e↵ect; a CNM e↵ect first observed in asym-
metric collisions between heavy and light nuclei, where
an enhancement of high-p

T

particles was measured rather
than suppression [31–33]. It has been demonstrated that
the enhancement from the Cronin e↵ect grows larger as
the impact parameter is reduced [34, 35]. Other pro-
cesses in heavy-ion collisions such as radial flow and par-
ticle coalescence may also cause enhancement [36]. This
is due to the e↵ect of increasing particle momenta in
a steeply falling spectra. A larger shift of more abun-
dant low-p

T

particles to higher momenta in more central
events — such as from radial flow, pt-broadening, or co-
alescence — would lead to an enhancement of the R

CP

.
These enhancement e↵ects would be expected to com-
pete with jet-quenching, which shifts high-p

T

particles
toward lower momenta. This means that measuring a
nuclear modification factor to be greater than unity does
not automatically lead us to conclude that a QGP is not
formed. Disentangling these competing e↵ects may be
accomplished with complementary measurements, such
as event plane dependent nuclear modification factors
[37], or through other methods like the one developed
in this letter.

In this letter we report measurements sensitive to par-
tonic energy-loss, performed by the STAR experiment at
several energies below

p
sNN = 200GeV. The data for this

analysis were collected in the 2010, 2011, and 2014 RHIC

runs by the STAR detector [38]. STAR is a large accep-
tance detector whose tracking and particle identification
for this analysis were provided by its Time Projection
Chamber (TPC) [39] and Time-of-Flight (TOF) [40] de-
tectors. These detectors lie within a 0.5T magnetic field
that is used to bend the paths of the charged particles
traversing it for momentum determination. Minimum
bias triggered events were selected by requiring coinci-
dent signals at forward and backward rapidities in the
Vertex Position Detectors (VPD) [41] with a signal at
mid-rapidity in the TOF. The VPDs also provide the
start time for the TOF system, with the TOF’s total
timing resolution below 100 ps [40]. Centrality was de-
termined by the charged multiplicity at mid-rapidity in
the TPC. The only correction to the charged multiplicity
comes from the dependence of the tracking e�ciency on
the collision’s vertex position in the TPC. Events were
selected if their position in the beam direction was within
30 cm of the TPC’s center and if their transverse vertex
position was within 1 cm of the mean transverse posi-
tion for all events. Tracks were accepted if their distance
of closest approach to the reconstructed vertex position
was less than 1 cm, they had greater than 15 points mea-
sured in the TPC out of a maximum of 45, and the num-
ber of points used in track reconstruction divided by the
number of possible points was greater than 0.52 in or-
der to prevent split tracks. The p

T

and species depen-
dent tracking e�ciencies in the TPC were determined
by propagating Monte Carlo tracks through a simulation
of STAR and embedding them into real events for each
energy and centrality [39]. The charged hadron track-
ing e�ciency was then taken as the weighted average of
the fits to the single species e�ciencies with the weights
provided by fits to the corrected spectra of each species.
This method allowed for extrapolation of charged hadron
e�ciencies to higher p

T

than the single species spectra
could be identified. The e�ciencies were constant as a
function of p

T

in the extrapolated region, which limited
the impact from the extrapolation on the systematic un-
certainties. Daughters from weak decay feed-down were
removed from all spectra. The corrections for absorption
and feed-down were determined by passing events gen-
erated in UrQMD [42] through a STAR detector simula-
tion. Charged tracks in |⌘| < 0.5 and identified particles
with |y| < 0.25 were accepted for this analysis. Particle
identification was performed using both energy loss in
the TPC (dE/dx) and time-of-flight information (1/�).

The overall scaling systematic uncertainty for the R
CP

measurements is dominated by the determination of N
coll

and the total cross section, which is driven by trigger in-
e�ciency and vertex reconstruction e�ciency in periph-
eral events. Point-to-point systematic uncertainties arise
from the determination of the single particle e�ciency
(5% for the p

T

range studied here), momentum resolu-
tion (2%), and feed-down (p

T

and centrality dependent
with a range of 4-7%). These systematic uncertainties

STAR, PRL 121 (2018) 032301

NA49 has reported that the onset of deconfinement occurs at 7.7 GeV [PRC 77,024903] 

STAR, PRL 121 (2018) 032301
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FIG. 3. Charged hadron Y (hN
part

i) for two ranges of p
T

.
Statistical uncertainty bars are included, mostly smaller than
point size, as well as shaded bands to indicate systematic un-
certainties. The centrality bins from left to right correspond
to 60-80%, 40-60%, 20-40%, 10-20%, 5-10%, and 0-5%.

strong net enhancement is observed.
A measurement of R

CP

takes the ratio of N
coll

-scaled
spectra from two di↵erent centralities [46]. A new and
more di↵erential method to study jet-quenching is to look
at how the N

coll

-scaled spectra trend with centrality for
a high-p

T

bin.

Y (hN
part

i) = 1

hN
coll

i
d

2

N

dp

T

d⌘

(hN
part

i) (2)

This is equivalent to taking the numerator from R

CP

and
plotting it versus centrality so that the peripheral bin
contents are in the first bin at low hN

part

i and the cen-
tral bin’s contents are in the last point at high hN

part

i.
Examining the full centrality evolution allows for the
disentanglement of whether the processes leading to en-
hancement increase faster or slower than the processes
leading toward suppression as a function of centrality.
While both jet-quenching and enhancement e↵ects in-
crease in strength with increasing hN

part

i, if there is a
faster growth of quenching, it would manifest itself in
decreasing Y (hN

part

i) trends. To simplify comparison of
these centrality trends across all energies each distribu-

tion is normalized by the contents of its most peripheral
bin.
Figure 3 shows the charged hadron yield per binary

collision in two ranges of p

T

as a function of hN
part

i.
These results are shown for 3 < p

T

< 3.5GeV/c in the
left panel of Fig. 3 and for 4 < p

T

< 4.5GeV/c in the
right panel. The left panel corresponds to the highest
p

T

bin of the
p
sNN = 7.7GeV data and the right panel

is for the highest p

T

bin of the
p
sNN = 14.5GeV data.

Similar results are obtained for all p
T

> 2GeV/c but the
kinematic reach is smaller for low

p
sNN . The 200GeV

points are from STAR data taken in 2010 and analyzed
with the same procedure as the BES points. The mea-
surement of Y (hN

part

i) decreases monotonically for
p
sNN

= 200GeV with increasing Y (hN
part

i), as expected for
stronger an increase of quenching e↵ects with increas-
ing collision centrality compared to the e↵ects leading
to enhancement. The measurement of Y (hN

part

i) in-
creases monotonically for 7.7 and 11.5GeV data meaning
that enhancement e↵ects increase faster than suppression
e↵ects as you go more central for these collision ener-
gies. For the other collision energies enhancement e↵ects
increase faster than suppression e↵ects at first, but as
you go more central suppression e↵ects begin to increase
faster than enhancement e↵ects and the (0-5)% central
scaled yields are suppressed relative to less central scaled
yields. For example, at 14.5 GeV it can be seen that en-
hancement increases faster than suppression for all cen-
trality bins from 60-80% down to 10-20%. However in
the two most central bins, 5-10% and 0-5%, suppression
e↵ects increase at a similar rate to enhancement e↵ects.
In fact, if the systematic errors are taken to be 100%
correlated, which is reasonable over this range of central-
ities, then the (0-5)% yields are significantly suppressed
relative to less central yields. This may be interpreted as
medium-induced jet-quenching decreasing high-p

T

yields
in central collisions at

p
sNN & 14.5GeV. As we move to

higher energies we can see evidence for jet-quenching in
less central collisions. This does not exclude the possibil-
ity of QGP formation in the 7.7 and 11.5GeV datasets,
but simply that enhancement e↵ects increase faster than
quenching e↵ects for all centralities at these energies.
This hadronic dominance at lower energies is consistent
with what was measured for other QGP signatures in the
BES [18, 19, 47].
In summary, net high-p

T

suppression persists for
charged hadron R

CP

for
p
sNN >39GeV. Partonic en-

ergy loss may still occur at lower
p
sNN with Cronin-

like enhancement competing with this suppression ef-
fect and so observables that may be less sensitive to en-
hancement e↵ects are considered as well. Mesons and
baryons are observed to have di↵erent trends with the
R

CP

of high-p
T

baryons being enhanced at every en-
ergy in the RHIC BES. This points toward pion R

CP

as
a cleaner observable for medium induced jet-quenching
with pion R

CP

suppressed for
p
sNN >27GeV. Finally,

ONSET OF DECONFINEMENT - SUPPRESSION (2) 

➤ more differential 
method to study jet-
quenching: 

➤ normalized by its 
content in the most 
peripheral bin 

➤ sensitive to growth of 
suppression vs 
enhancement 

➤ 27,39 vs 7.7, 11.5 GeV
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STAR, PRL 121 (2018) 032301

STAR, PRL 121 (2018) 032301
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FIG. 3. Charged hadron Y (hN
part

i) for two ranges of p
T

.
Statistical uncertainty bars are included, mostly smaller than
point size, as well as shaded bands to indicate systematic un-
certainties. The centrality bins from left to right correspond
to 60-80%, 40-60%, 20-40%, 10-20%, 5-10%, and 0-5%.

strong net enhancement is observed.
A measurement of R

CP

takes the ratio of N
coll

-scaled
spectra from two di↵erent centralities [46]. A new and
more di↵erential method to study jet-quenching is to look
at how the N

coll

-scaled spectra trend with centrality for
a high-p

T

bin.

Y (hN
part

i) = 1

hN
coll

i
d

2

N

dp

T

d⌘

(hN
part

i) (2)

This is equivalent to taking the numerator from R

CP

and
plotting it versus centrality so that the peripheral bin
contents are in the first bin at low hN

part

i and the cen-
tral bin’s contents are in the last point at high hN

part

i.
Examining the full centrality evolution allows for the
disentanglement of whether the processes leading to en-
hancement increase faster or slower than the processes
leading toward suppression as a function of centrality.
While both jet-quenching and enhancement e↵ects in-
crease in strength with increasing hN

part

i, if there is a
faster growth of quenching, it would manifest itself in
decreasing Y (hN

part

i) trends. To simplify comparison of
these centrality trends across all energies each distribu-

tion is normalized by the contents of its most peripheral
bin.
Figure 3 shows the charged hadron yield per binary

collision in two ranges of p

T

as a function of hN
part

i.
These results are shown for 3 < p

T

< 3.5GeV/c in the
left panel of Fig. 3 and for 4 < p

T

< 4.5GeV/c in the
right panel. The left panel corresponds to the highest
p

T

bin of the
p
sNN = 7.7GeV data and the right panel

is for the highest p

T

bin of the
p
sNN = 14.5GeV data.

Similar results are obtained for all p
T

> 2GeV/c but the
kinematic reach is smaller for low

p
sNN . The 200GeV

points are from STAR data taken in 2010 and analyzed
with the same procedure as the BES points. The mea-
surement of Y (hN

part

i) decreases monotonically for
p
sNN

= 200GeV with increasing Y (hN
part

i), as expected for
stronger an increase of quenching e↵ects with increas-
ing collision centrality compared to the e↵ects leading
to enhancement. The measurement of Y (hN

part

i) in-
creases monotonically for 7.7 and 11.5GeV data meaning
that enhancement e↵ects increase faster than suppression
e↵ects as you go more central for these collision ener-
gies. For the other collision energies enhancement e↵ects
increase faster than suppression e↵ects at first, but as
you go more central suppression e↵ects begin to increase
faster than enhancement e↵ects and the (0-5)% central
scaled yields are suppressed relative to less central scaled
yields. For example, at 14.5 GeV it can be seen that en-
hancement increases faster than suppression for all cen-
trality bins from 60-80% down to 10-20%. However in
the two most central bins, 5-10% and 0-5%, suppression
e↵ects increase at a similar rate to enhancement e↵ects.
In fact, if the systematic errors are taken to be 100%
correlated, which is reasonable over this range of central-
ities, then the (0-5)% yields are significantly suppressed
relative to less central yields. This may be interpreted as
medium-induced jet-quenching decreasing high-p

T

yields
in central collisions at

p
sNN & 14.5GeV. As we move to

higher energies we can see evidence for jet-quenching in
less central collisions. This does not exclude the possibil-
ity of QGP formation in the 7.7 and 11.5GeV datasets,
but simply that enhancement e↵ects increase faster than
quenching e↵ects for all centralities at these energies.
This hadronic dominance at lower energies is consistent
with what was measured for other QGP signatures in the
BES [18, 19, 47].
In summary, net high-p

T

suppression persists for
charged hadron R

CP

for
p
sNN >39GeV. Partonic en-

ergy loss may still occur at lower
p
sNN with Cronin-

like enhancement competing with this suppression ef-
fect and so observables that may be less sensitive to en-
hancement e↵ects are considered as well. Mesons and
baryons are observed to have di↵erent trends with the
R

CP

of high-p
T

baryons being enhanced at every en-
ergy in the RHIC BES. This points toward pion R

CP

as
a cleaner observable for medium induced jet-quenching
with pion R

CP

suppressed for
p
sNN >27GeV. Finally,
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ENERGY DENSITY

➤ J. D. Bjorken[PRD 27 (1983) 140]: QGP needs εBJ > 1.0 GeV/(fm2c) 
(for a formation time of 1 fm/c) 

➤ Lattice QCD[F. Karsch, LNP 583 (2002) 209][G. Martinez, arXiv:1304.1452]: 
critical energy density = 0.7±0.3 GeV/fm3
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FIG. 9. (Color online) (dET /dη)/(0.5Npart) (a) and (dNch/dη)/(0.5Npart) (b) at midrapidity as a function of
Npart for Cu+Cu and Cu+Au collisions. Also shown are results from Au+Au collisions at

√
s
NN

= 200 GeV for
comparison. The lines bounding the points represent the trigger efficiency uncertainty within which the points can
be tilted. The error bars represent the remaining total statistical and systematic uncertainty.

V. RESULTS FOR CU+AU AND CU+CU
COLLISIONS

Measurements of dNch/dη in systems lighter than
Au have been published by PHOBOS for 200 GeV
and 62.4 GeV Cu+Cu collisions [17], showing that the
Cu+Cu dNch/dη distribution as a function of Npart ex-

hibits similar features when compared to Au+Au colli-
sions. Here, those measurements are extended to include
measurements of dET /dη and the addition of measure-
ments from the asymmetric Cu+Au system at

√
s
NN

=
200 GeV.

Figure 9 shows (dET /dη)/(0.5Npart) and
(dNch/dη)/(0.5Npart) at midrapidity as a function
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ENERGY DENSITY

➤ J. D. Bjorken[PRD 27 (1983) 140]: QGP needs εBJ > 1.0 GeV/(fm2c) 
(for a formation time of 1 fm/c) 

➤ Lattice QCD[F. Karsch, LNP 583 (2002) 209][G. Martinez, arXiv:1304.1452]: 
critical energy density = 0.7±0.3 GeV/fm3
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V. RESULTS FOR CU+AU AND CU+CU
COLLISIONS

Measurements of dNch/dη in systems lighter than
Au have been published by PHOBOS for 200 GeV
and 62.4 GeV Cu+Cu collisions [17], showing that the
Cu+Cu dNch/dη distribution as a function of Npart ex-

hibits similar features when compared to Au+Au colli-
sions. Here, those measurements are extended to include
measurements of dET /dη and the addition of measure-
ments from the asymmetric Cu+Au system at

√
s
NN

=
200 GeV.

Figure 9 shows (dET /dη)/(0.5Npart) and
(dNch/dη)/(0.5Npart) at midrapidity as a function

PHENIX, PRC 93 (2016) 024901
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ENERGY DENSITY AND MEAN TRANSVERSE MASS

➤ ⟨mT⟩ − m : proxy for temperature  
➤ ln(sNN) ∼ dN/dy : proxy for entropy 

➤ except of K
+
(associated production + pair production), p (baryon stopping) 

➤ “step” reproduced by 3+1 Hydro model [Gaździcki et al., BJP 34 322 (2003)] 
➤ assumes 1st order phase transition (modification of EoS [Van Hove, PLB 118 138 (1982)] ) 

➤ but also with UrQMD based [Petersen, et al., J. Phys. G 36 055104 (2009)] 
➤ either 1st order phase transition or EoS effectively softened due to non-equilibrium effects in the hadronic 

transport calculation
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FIG. 21. The midrapidity (|y| < 0.1) dN/dy normalized by ⟨Npart⟩/2 as a function of
√

sNN for (a) π±, (b) K±, and (c) p and p̄. Results
in 0–5% Au+Au collisions at BES energies are compared to previous results from AGS [53–60], SPS [61–64], RHIC [27,43,65], and LHC
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collisions. Errors shown are the quadrature sum of statistical and systematic uncertainties where the latter dominates.

mechanism. At lower energies, protons have a contribution due
to baryon stopping also, leading to higher yields at 7.7 GeV
compared to 200 GeV. The antiproton yields show an increase
with increasing energy.

2. Mean transverse mass (⟨mT ⟩)

Figure 22 shows the energy dependence of ⟨mT ⟩ − m for
π±, K±, p, and p̄. Results are shown for 0–5% central
Au+Au collisions at BES energies and are compared to
previous results from AGS [53–60], SPS [61–64], RHIC [43],
and LHC [66]. The ⟨mT ⟩ − m values increase with

√
sNN

at lower AGS energies, stay independent of
√

sNN at the
higher SPS and BES energies, and then tend to rise further
with increasing

√
sNN at the higher beam energies at RHIC

and LHC. For a thermodynamic system, ⟨mT ⟩ − m can be an
approximate representation of the temperature of the system,
and dN/dy ∝ ln(

√
sNN ) may represent its entropy [67–69].

In such a scenario, the energy dependence of ⟨mT ⟩ − m
could reflect the characteristic signature of a first-order phase
transition, as proposed by Van Hove [69]. Then the constant
value of ⟨mT ⟩ − m vs

√
sNN around BES energies could be

interpreted as reflecting the formation of a mixed phase of
a QGP and hadrons during the evolution of the heavy-ion
system. However, there could be several other effects to which
⟨mT ⟩ − m is sensitive, which also need to be understood for
proper interpretation of the data [70].

3. Particle ratios

Figure 23 shows the collision energy dependence of the
particle ratios π−/π+, K−/K+, and p̄/p, in central heavy-ion
collisions. The new results from Au+Au collisions at BES
energies follow the

√
sNN trend established by previous

measurements from AGS [53–60], SPS [61–64], RHIC [43],
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FIG. 33: Extracted chemical freeze-out temperature versus
baryon chemical potential for GCE (top panel) and SCE (bot-
tom panel) cases using particle yields as input for fitting.
Curves represent two model predictions [79, 80]. Uncertain-
ties represent systematic errors.

rameters (Tch, µB , and γS) between GCE and SCE re-
sults obtained using the particle ratio fit plotted versus
⟨Npart⟩. Similarly, Fig. 32 shows the ratio of chemical
freeze-out parameters (Tch, µB, γS , and R) between GCE
and SCE results obtained using particle yields fit plotted
versus ⟨Npart⟩. We observe that the results are consis-
tent within uncertainties for GCE and SCE using both
the ratio and yield fits, except for γS in the most periph-
eral collision in case of yields fit.
Figure 33 shows the variation of chemical freeze-out

temperature with baryon chemical potential at various
energies and for three centralities 0–5%, 30–40% and 60–
80%. For 62.4 GeV, the three centralities shown are
0–5%, 20–40% and 60–80%. The results are shown for
both GCE (top panel) and SCE (bottom panel) cases
obtained using particle yields fit. The curves represent
two model predictions [79, 80]. In general, the behavior

is the same for the two cases, i.e. a centrality depen-
dence of baryon chemical potential is observed which is
significant at lower energies.
Next, we test the robustness of our results by com-

paring to results obtained with different constraints and
using more particles in the fit.

1. Choice on Constraints

The results presented here are obtained assuming µQ =
0. However, we have checked the results by constraining
µQ to the initial baryon-to-charge ratio for Au+Au colli-
sions, i.e. B/2Q=1.25. We have also checked the results
by applying both constraints, i.e. µQ constrained to 1.25
as well as µS constrained to initial strangeness density,
i.e. 0. Figure 34 shows the extracted chemical freeze-out
temperature (upper panels) and baryon chemical poten-
tial (lower panels) in Au+Au collisions at

√
sNN =7.7,

19.6, and 39 GeV for GCE using particle yields as in-
put to the fit, for the three conditions mentioned above.
It is observed that these three different conditions have
negligible effect (< 1%) on the final extracted Tch and
µB. The extracted parameters are similar for these dif-
ferent cases. Similarly, µS , the radius parameter, γS , and
χ2/NDF (plots not shown here), all show similar results
for the three cases discussed above. The same exercise
was repeated for the SCE case and the conclusion remains
the same.

2. Choice on Including More Particles

For the default results discussed above, the particles
included in the THERMUS fit are: π, K, p, p̄, Λ, and
Ξ. It is interesting to compare the freeze-out parameters
extracted using different particles sets in the thermal fit.
Figure 35 shows the comparison of extracted freeze-out
parameters in Au+Au collisions at

√
sNN = 39 GeV for

GCE using yields as input to the fit. Results are com-
pared for four different sets of particle yields used as in-
put for fitting. When only π, K and p yields are used in
fit, the temperature obtained is lower compared to other
sets that include strange hadron yields. Also, γS is less
than unity, even for central collisions. It can be seen that
for all other cases, the results are similar within uncer-
tainties. However, the χ2/NDF increases with increasing
number of particles used for fitting.

B. Kinetic Freeze-out

The kinetic freeze-out parameters are obtained by fit-
ting the spectra with a blast wave model. The model
assumes that the particles are locally thermalized at a
kinetic freeze-out temperature and are moving with a
common transverse collective flow velocity [43, 51]. As-
suming a radially boosted thermal source, with a kinetic

Phys. Rev. C 73, 
034905 (2006) 

Nucl. Phys. A 
834, 237c 
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rameters (Tch, µB , and γS) between GCE and SCE re-
sults obtained using the particle ratio fit plotted versus
⟨Npart⟩. Similarly, Fig. 32 shows the ratio of chemical
freeze-out parameters (Tch, µB, γS , and R) between GCE
and SCE results obtained using particle yields fit plotted
versus ⟨Npart⟩. We observe that the results are consis-
tent within uncertainties for GCE and SCE using both
the ratio and yield fits, except for γS in the most periph-
eral collision in case of yields fit.
Figure 33 shows the variation of chemical freeze-out

temperature with baryon chemical potential at various
energies and for three centralities 0–5%, 30–40% and 60–
80%. For 62.4 GeV, the three centralities shown are
0–5%, 20–40% and 60–80%. The results are shown for
both GCE (top panel) and SCE (bottom panel) cases
obtained using particle yields fit. The curves represent
two model predictions [79, 80]. In general, the behavior

is the same for the two cases, i.e. a centrality depen-
dence of baryon chemical potential is observed which is
significant at lower energies.
Next, we test the robustness of our results by com-

paring to results obtained with different constraints and
using more particles in the fit.

1. Choice on Constraints

The results presented here are obtained assuming µQ =
0. However, we have checked the results by constraining
µQ to the initial baryon-to-charge ratio for Au+Au colli-
sions, i.e. B/2Q=1.25. We have also checked the results
by applying both constraints, i.e. µQ constrained to 1.25
as well as µS constrained to initial strangeness density,
i.e. 0. Figure 34 shows the extracted chemical freeze-out
temperature (upper panels) and baryon chemical poten-
tial (lower panels) in Au+Au collisions at

√
sNN =7.7,

19.6, and 39 GeV for GCE using particle yields as in-
put to the fit, for the three conditions mentioned above.
It is observed that these three different conditions have
negligible effect (< 1%) on the final extracted Tch and
µB. The extracted parameters are similar for these dif-
ferent cases. Similarly, µS , the radius parameter, γS , and
χ2/NDF (plots not shown here), all show similar results
for the three cases discussed above. The same exercise
was repeated for the SCE case and the conclusion remains
the same.

2. Choice on Including More Particles

For the default results discussed above, the particles
included in the THERMUS fit are: π, K, p, p̄, Λ, and
Ξ. It is interesting to compare the freeze-out parameters
extracted using different particles sets in the thermal fit.
Figure 35 shows the comparison of extracted freeze-out
parameters in Au+Au collisions at

√
sNN = 39 GeV for

GCE using yields as input to the fit. Results are com-
pared for four different sets of particle yields used as in-
put for fitting. When only π, K and p yields are used in
fit, the temperature obtained is lower compared to other
sets that include strange hadron yields. Also, γS is less
than unity, even for central collisions. It can be seen that
for all other cases, the results are similar within uncer-
tainties. However, the χ2/NDF increases with increasing
number of particles used for fitting.

B. Kinetic Freeze-out

The kinetic freeze-out parameters are obtained by fit-
ting the spectra with a blast wave model. The model
assumes that the particles are locally thermalized at a
kinetic freeze-out temperature and are moving with a
common transverse collective flow velocity [43, 51]. As-
suming a radially boosted thermal source, with a kinetic
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FIG. 38: (Color online) (a) Energy dependence of kinetic
and chemical freeze-out temperatures for central heavy-ion
collisions. The curves represent various theoretical predic-
tions [81, 82]. (b) Energy dependence of average transverse
radial flow velocity for central heavy-ion collisions. The data
points other than BES energies are taken from Refs. [43, 53–
64, 66] and references therein. The BES data points are for
0–5% central collisions, AGS energies are mostly for 0–5%,
SPS energies for mostly 0–7%, and top RHIC and LHC ener-
gies for 0–5% central collisions. Uncertainties represent sys-
tematic uncertainties.

sion centrality classes. The bulk properties are studied
by measuring the identified hadron dN/dy, ⟨pT ⟩, particle
ratios, and freeze-out parameters. The results are com-
pared with corresponding published results from other
energies and experiments.
The yields of charged pions, kaons, and anti-protons

decrease with decreasing collision energy. However, the
yield of protons is higher for the lowest energy of 7.7
GeV which suggests high baryon stopping at mid-rapidity
at lower energies. The yields decrease from central to

peripheral collisions for π±, K±, and p. However, the
centrality dependence of yields for p̄ is weak. The energy
dependence of pion yields changes slope as a function of
beam energy. The slope above 19.6 GeV is different when
compared to that at lower energies. This may suggest
a change in particle production mechanism below 19.6
GeV.
The π−/π+ ratio is close to unity for most of the ener-

gies. The lowest energy of 7.7 GeV has a greater π−/π+

ratio than at other energies due to isospin and significant
contributions from resonance decays (such as ∆ baryons).
The K−/K+ ratio increases with increasing energy, and
shows very little centrality dependence. The increase in
K−/K+ ratio with energy shows the increasing contri-
bution to kaon production due to pair production. The
K+/π+ ratio shows a maximum at 7.7 GeV and then
decreases with increasing energy. This is due to the as-
sociated production dominance at lower energies as the
baryon stopping is large. This maximum corresponds to
the maximum baryon density predicted to be achieved in
heavy-ion collisions. The centrality dependence is simi-
lar at all energies, increasing from peripheral to central
collisions. The p̄/p ratio increases with increasing en-
ergy. The ratio increases from central to peripheral col-
lisions. The results reflect the large baryon stopping at
mid-rapidity at lower energies in central collisions. The
p/π+ ratio decreases with increasing energy and is larger
at

√
sNN = 7.7 GeV. This is again a consequence of

the higher degree of baryon stopping for the collisions at
lower energies compared to

√
sNN = 62.4 and 200 GeV.

The ⟨mT ⟩−m values increase with
√
sNN at lower AGS

energies, stay independent of
√
sNN at the SPS and BES

energies, then tend to rise further with increasing
√
sNN

at the higher beam energies at RHIC. The constant value
of ⟨mT ⟩ − m vs.

√
sNN around BES energies could be

interpreted as reflecting the formation of a mixed phase
of a QGP and hadrons during the evolution of the heavy-
ion system.
The chemical freeze-out parameters are extracted from

a thermal model fit to the data at midrapidity. The GCE
and SCE approaches are studied by fitting the particle
yields as well as the particle ratios. The results for parti-
cle yield fits compared to particle ratio fits are consistent
within uncertainties for both GCE and SCE. The GCE
and SCE results are also consistent with each other for
either ratio or yield fits. The SCE results obtained by
fitting particle yields seem to give slightly higher tem-
perature towards peripheral collisions compared to that
in 0-5% central collisions. The chemical freeze-out pa-
rameter Tch increases from 7.7 to 19.6 GeV; after that it
remains almost constant. For a given energy, the value of
Tch is similar for all centralities. In all the cases studied,
a centrality dependence of baryon chemical potential is
observed which is significant at lower energies.
The kinetic freeze-out parameters are extracted from

a blast-wave model fit to pion, kaon, proton, and anti-
proton pT spectra. Tkin increases from central to periph-
eral collisions suggesting a longer lived fireball in central

Phys. Rev. C 96, 044904

World data: AGS (0-5%), SPS (0-7%), RHIC (0-5%), LHC (0-5%)
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FIG. 38: (Color online) (a) Energy dependence of kinetic
and chemical freeze-out temperatures for central heavy-ion
collisions. The curves represent various theoretical predic-
tions [81, 82]. (b) Energy dependence of average transverse
radial flow velocity for central heavy-ion collisions. The data
points other than BES energies are taken from Refs. [43, 53–
64, 66] and references therein. The BES data points are for
0–5% central collisions, AGS energies are mostly for 0–5%,
SPS energies for mostly 0–7%, and top RHIC and LHC ener-
gies for 0–5% central collisions. Uncertainties represent sys-
tematic uncertainties.

sion centrality classes. The bulk properties are studied
by measuring the identified hadron dN/dy, ⟨pT ⟩, particle
ratios, and freeze-out parameters. The results are com-
pared with corresponding published results from other
energies and experiments.
The yields of charged pions, kaons, and anti-protons

decrease with decreasing collision energy. However, the
yield of protons is higher for the lowest energy of 7.7
GeV which suggests high baryon stopping at mid-rapidity
at lower energies. The yields decrease from central to

peripheral collisions for π±, K±, and p. However, the
centrality dependence of yields for p̄ is weak. The energy
dependence of pion yields changes slope as a function of
beam energy. The slope above 19.6 GeV is different when
compared to that at lower energies. This may suggest
a change in particle production mechanism below 19.6
GeV.
The π−/π+ ratio is close to unity for most of the ener-

gies. The lowest energy of 7.7 GeV has a greater π−/π+

ratio than at other energies due to isospin and significant
contributions from resonance decays (such as ∆ baryons).
The K−/K+ ratio increases with increasing energy, and
shows very little centrality dependence. The increase in
K−/K+ ratio with energy shows the increasing contri-
bution to kaon production due to pair production. The
K+/π+ ratio shows a maximum at 7.7 GeV and then
decreases with increasing energy. This is due to the as-
sociated production dominance at lower energies as the
baryon stopping is large. This maximum corresponds to
the maximum baryon density predicted to be achieved in
heavy-ion collisions. The centrality dependence is simi-
lar at all energies, increasing from peripheral to central
collisions. The p̄/p ratio increases with increasing en-
ergy. The ratio increases from central to peripheral col-
lisions. The results reflect the large baryon stopping at
mid-rapidity at lower energies in central collisions. The
p/π+ ratio decreases with increasing energy and is larger
at

√
sNN = 7.7 GeV. This is again a consequence of

the higher degree of baryon stopping for the collisions at
lower energies compared to
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sNN = 62.4 and 200 GeV.

The ⟨mT ⟩−m values increase with
√
sNN at lower AGS

energies, stay independent of
√
sNN at the SPS and BES

energies, then tend to rise further with increasing
√
sNN

at the higher beam energies at RHIC. The constant value
of ⟨mT ⟩ − m vs.

√
sNN around BES energies could be

interpreted as reflecting the formation of a mixed phase
of a QGP and hadrons during the evolution of the heavy-
ion system.
The chemical freeze-out parameters are extracted from

a thermal model fit to the data at midrapidity. The GCE
and SCE approaches are studied by fitting the particle
yields as well as the particle ratios. The results for parti-
cle yield fits compared to particle ratio fits are consistent
within uncertainties for both GCE and SCE. The GCE
and SCE results are also consistent with each other for
either ratio or yield fits. The SCE results obtained by
fitting particle yields seem to give slightly higher tem-
perature towards peripheral collisions compared to that
in 0-5% central collisions. The chemical freeze-out pa-
rameter Tch increases from 7.7 to 19.6 GeV; after that it
remains almost constant. For a given energy, the value of
Tch is similar for all centralities. In all the cases studied,
a centrality dependence of baryon chemical potential is
observed which is significant at lower energies.
The kinetic freeze-out parameters are extracted from

a blast-wave model fit to pion, kaon, proton, and anti-
proton pT spectra. Tkin increases from central to periph-
eral collisions suggesting a longer lived fireball in central
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FIG. 38: (Color online) (a) Energy dependence of kinetic
and chemical freeze-out temperatures for central heavy-ion
collisions. The curves represent various theoretical predic-
tions [81, 82]. (b) Energy dependence of average transverse
radial flow velocity for central heavy-ion collisions. The data
points other than BES energies are taken from Refs. [43, 53–
64, 66] and references therein. The BES data points are for
0–5% central collisions, AGS energies are mostly for 0–5%,
SPS energies for mostly 0–7%, and top RHIC and LHC ener-
gies for 0–5% central collisions. Uncertainties represent sys-
tematic uncertainties.

sion centrality classes. The bulk properties are studied
by measuring the identified hadron dN/dy, ⟨pT ⟩, particle
ratios, and freeze-out parameters. The results are com-
pared with corresponding published results from other
energies and experiments.
The yields of charged pions, kaons, and anti-protons

decrease with decreasing collision energy. However, the
yield of protons is higher for the lowest energy of 7.7
GeV which suggests high baryon stopping at mid-rapidity
at lower energies. The yields decrease from central to

peripheral collisions for π±, K±, and p. However, the
centrality dependence of yields for p̄ is weak. The energy
dependence of pion yields changes slope as a function of
beam energy. The slope above 19.6 GeV is different when
compared to that at lower energies. This may suggest
a change in particle production mechanism below 19.6
GeV.
The π−/π+ ratio is close to unity for most of the ener-

gies. The lowest energy of 7.7 GeV has a greater π−/π+

ratio than at other energies due to isospin and significant
contributions from resonance decays (such as ∆ baryons).
The K−/K+ ratio increases with increasing energy, and
shows very little centrality dependence. The increase in
K−/K+ ratio with energy shows the increasing contri-
bution to kaon production due to pair production. The
K+/π+ ratio shows a maximum at 7.7 GeV and then
decreases with increasing energy. This is due to the as-
sociated production dominance at lower energies as the
baryon stopping is large. This maximum corresponds to
the maximum baryon density predicted to be achieved in
heavy-ion collisions. The centrality dependence is simi-
lar at all energies, increasing from peripheral to central
collisions. The p̄/p ratio increases with increasing en-
ergy. The ratio increases from central to peripheral col-
lisions. The results reflect the large baryon stopping at
mid-rapidity at lower energies in central collisions. The
p/π+ ratio decreases with increasing energy and is larger
at

√
sNN = 7.7 GeV. This is again a consequence of

the higher degree of baryon stopping for the collisions at
lower energies compared to

√
sNN = 62.4 and 200 GeV.

The ⟨mT ⟩−m values increase with
√
sNN at lower AGS

energies, stay independent of
√
sNN at the SPS and BES

energies, then tend to rise further with increasing
√
sNN

at the higher beam energies at RHIC. The constant value
of ⟨mT ⟩ − m vs.

√
sNN around BES energies could be

interpreted as reflecting the formation of a mixed phase
of a QGP and hadrons during the evolution of the heavy-
ion system.
The chemical freeze-out parameters are extracted from

a thermal model fit to the data at midrapidity. The GCE
and SCE approaches are studied by fitting the particle
yields as well as the particle ratios. The results for parti-
cle yield fits compared to particle ratio fits are consistent
within uncertainties for both GCE and SCE. The GCE
and SCE results are also consistent with each other for
either ratio or yield fits. The SCE results obtained by
fitting particle yields seem to give slightly higher tem-
perature towards peripheral collisions compared to that
in 0-5% central collisions. The chemical freeze-out pa-
rameter Tch increases from 7.7 to 19.6 GeV; after that it
remains almost constant. For a given energy, the value of
Tch is similar for all centralities. In all the cases studied,
a centrality dependence of baryon chemical potential is
observed which is significant at lower energies.
The kinetic freeze-out parameters are extracted from

a blast-wave model fit to pion, kaon, proton, and anti-
proton pT spectra. Tkin increases from central to periph-
eral collisions suggesting a longer lived fireball in central

Phys. Rev. C 96, 044904

World data: AGS (0-5%), SPS (0-7%), RHIC (0-5%), LHC (0-5%)
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➤ directed flow v1 is sensitive to the EoS in the early stage  
➤ EoS with a 1st order phase transition exhibits a very pronounced 

softest point at large chemical potentials
➤ non-monotonic dependence 

➤ softening (crossover or 1st order phase transition)  
➤ geometry (tilted ellipsoid expansion, relevant at √sNN ≳ 27 GeV)  
➤ transport     
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DIRECTED FLOW FROM BES-I

➤ net baryons show hints of a minimum and double-sign change ⇒ 
indicative of a softening equation of state 

➤ fine centrality binning (by 5%) possible in BES-II  
➤ STAR detector upgrade (reduction of systematic errors) and RHIC luminosity 

increase (reduction of statistical uncertainties)

12

5

10 100

0.04−

0.02−

0

0.02
(a)

 p p 
Λ Λ 
φ 

10 - 40% Au+Au

7 8910 20 30 40 100 200

0.02−

0.01−

0
(b)

+ K − K
s
0 K +π 
−π 

10 100
0.02−

0

0.02
(c)

 net p
Λ net 

 net K

=0y |y
 / 

d
1vd

 (GeV)NNs

FIG. 2. (Color online) Directed flow slope (dv1/dy) versus
beam energy for intermediate-centrality (10-40%) Au+Au col-
lisions. Panel (a) presents heavy species: Λ, Λ, protons, an-
tiprotons and φ, while panel (b) presents K±, K0

s and π±.
Note that dv1/dy for Λ at

√
sNN = 7.7 GeV is −0.128±0.022

(stat) ±0.026 (sys), which is far below the bottom of the
plotted scale. The φ-meson result at

√
sNN = 62.4 GeV has

a large uncertainty and is not plotted. Panel (c) presents net
protons, net Λs, and net kaons. The bars are statistical er-
rors, while the caps are systematic uncertainties. Data points
are staggered horizontally to improve visibility.

azimuthal anisotropy, and in the limit of small azimuthal
anisotropy coefficients vn, coalescence leads to the vn of
the resulting mesons or baryons being the summed vn of
their constituent quarks [23, 35]. We call this assumption
the coalescence sum rule. NCQ scaling in turn follows
from the coalescence sum rule [23]. Note that no weights
are involved in coalescence sum rule v1 calculations, un-
like the case of v1 for net particles.
Antiprotons and Λs are seen to have similar v1(y), and

it is noteworthy that these species are composed of three
constituent quarks all produced in the collision, as op-
posed to being composed of u or d quarks which could
be either transported from the initial nuclei or produced.
To test the coalescence sum rule in a straightforward case
where all quarks are known to be produced, Fig. 3(a)
compares the observed dv1/dy for Λ(uds) with the calcu-
lation for K−(us) + 1

3
p (uud). This calculation is based
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FIG. 3. (Color online) Directed flow slope (dv1/dy) versus√
sNN for intermediate centralities (10-40%). Panel (a) com-

pares the observed Λ slope with the prediction of the coa-
lescence sum rule for produced quarks. The inset shows the
same comparison where the vertical scale is zoomed-out; this
allows the observed flow for the lowest energy (

√
sNN = 7.7

GeV) to be seen. Panel (b) presents two further sum-rule
tests, based on comparisons with net-Λ measurements. The
solid and dotted lines are smooth curves to guide the eye.

on the coalescence sum rule combined with the assump-
tion that s and s quarks have the same flow, and that u
and d have the same flow. The factor 1

3
arises from as-

suming that all u and d quarks contribute the same flow.
Close agreement is observed at

√
sNN = 11.5 to 200 GeV.

The inset in Fig. 3(a) presents the same comparison, but
with a much coarser vertical scale. The observed sharp
breakdown of agreement at

√
sNN = 7.7 GeV implies

that one or more of the above-mentioned assumptions no
longer hold below 11.5 GeV. A similar decrease in the
produced-quark v2 has been observed in the same energy
region [34, 36].

Next, we turn our attention to the less straightforward
case of coalescence involving u and d quarks. We ex-
pect v1 to be quite different for transported and produced
quarks, which are difficult to distinguish in general. How-
ever, in the limit of low

√
sNN , most u and d quarks are

presumably transported, while in the limit of high
√
sNN ,

most u and d are produced. In Fig. 3(b), we test two coa-
lescence sum rule scenarios which are expected to bracket
the observed dv1/dy for a baryon containing transported
quarks. The fraction of transported quarks among the
constituent quarks of net particles is larger than in par-

STAR, PRL 120 (2018) 062301

10-40% centrality
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ELLIPTICAL FLOW OF IDENTIFIED HADRONS

➤ 𝜙 meson’s NCQ scaling seems to break down at 11.5 and 7.7 GeV 
➤ 𝜙 meson has significantly lower collision cross section in hadron 

gas
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FIG. 19. (Color online) The NCQ-scaled elliptic flow, v2/nq versus (mT − m0)/nq , for 0%–80% central Au + Au collisions for selected
particles (a) and corresponding antiparticles (b). Only statistical error bars are shown. The dashed lines show the results of simultaneous fits
with Eq. (17) to all particles except the pions.

the breakdown of NCQ scaling would be a necessary signature
for a QCD phase transition from partonic to hadronic matter.

Because particles and antiparticles have the same number of
quarks, the NCQ scaling transformation of v2 does not change
their relative separation. This means that the difference in
v2(pT ) for particles and corresponding antiparticles observed
in Sec. VI A constitutes a violation of this NCQ scaling.
Possible physics causes for this difference are discussed below.
In the following, NCQ scaling is shown separately for a selec-
tion of particles and antiparticles. Because a better agreement
between the different particles [even at low (mT − m0)/nq

values] is achieved with the (v2/nq)[(mT − m0)/nq] scaling
compared to the (v2/nq)(pT /nq) scaling, Fig. 19 presents the

scaled distributions versus (mT − m0)/nq . The corresponding
scaled plots for v2(pT ) are shown in Fig. 24 in the Appendix.

The NCQ scaling should only hold in the transverse
momentum range of 1.5 < pT < 5 GeV/c [44,48]. For the
corresponding scaled transverse mass and transverse momen-
tum range, a fair agreement for most of the particles and
energies is observed. Only the φ mesons deviate from the
trend at 7.7 and 11.5 GeV, with the maximum measured
(mT − m0)/nq value just reaching the lower edge of the
expected NCQ scaling range. The values deviate from those for
the other particles and antiparticles at the highest (mT − m0)
values at

√
sNN = 7.7 and 11.5 GeV by 1.8σ and 2.3σ ,

respectively. For the calculation statistical and systematic

014902-17

STAR: PRC 93 (2016) 014907
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TRIANGULAR FLOW (1)

➤ very sensitive to 
the presence of 
QGP at early 
stages of 
collision 
(viscosity) 

➤ ridge persists to 
the lowest 
energies in 
central collisions 

➤ UrQMD matches 
data only in 
peripheral 
collisions at 
lower energies  
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where
P

i;j;i≠j is a sum over all unique pairs in an event and
h! ! !i represents an average over events with each event
weighted by the number of pairs in the event. The weights
w are determined from the inverse of the ϕ distributions
after they have been averaged over many events (which for
a perfect detector should be flat) and by the pT-dependent
efficiency. The weights depend on the pT , η, and charge of
the particle, the collision centrality, and the longitudinal
position of the collision vertex. The correction procedure is
verified by checking that the ϕ distributions are flat after the
correction and that hcos nðϕÞi and hsin nðϕÞi are much
smaller than the hcosðnΔϕÞi [35]. With these corrections
applied, the data represent the v2nf2gðΔηÞ that would be
seen by a detector with perfect acceptance for particles with
pT > 0.2 GeV=c and jηj < 1. Some previous results [30]
on the Δη dependence of v23f2g use average rather than
differential corrections leading to small differences in the
Δη dependence between that work and this work. The
difference is largest in central collisions at 1.5 < Δη < 2,
where the v23f2gðΔηÞ reported previously is smaller by
about 25%. The difference becomes less significant else-
where. The data have been divided into standard centrality

classes based on the number of charged hadrons observed
for a given event within the pseudorapidity region
jηj < 0.5. In some figures, we report the centrality in terms
of the number of participating nucleons (Npart) estimated
from Monte Carlo Glauber calculations [14,36].
In Fig. 1, we show examples of the third harmonic of the

two-particle azimuthal correlation functions as a function
ofΔη for three centrality intervals (0%–5%, 20%–30%, and
60%–70%) and four energies (

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200, 27, 14.5, and
7.7 GeV). The harmonic v23f2g exhibits a narrow peak in
Δη centered at zero. For the more central collisions,
nonzero v23f2g persist out to large values of Δη. The
nonzero values of v23f2g at larger Δη are the result of a
long-range correlation phenomena called the ridge, which
was first discovered in 200 GeV collisions at RHIC [16]. In
central collisions, we observe that this long-range structure
persists down to 7.7 GeV, the lowest beam energies
measured at RHIC. In peripheral collisions, quantum
interference effects grow broader owing to the inverse
relationship between the size of the system and the width of
the induced correlations. In peripheral collisions at
200 GeV, we observe an additional residual v23f2g that,
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FIG. 1. Representative results on v23f2g from Auþ Au collisions as a function of Δη for charged hadrons with pT > 0.2 GeV=c and
jηj < 1. The columns (from left to right) show data from

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200, 27, 14.5, and 7.7 GeV, while the rows (from top to bottom) show
data from 0%–5%, 20%–30%, and 60%–70% centrality intervals. The error bars show statistical uncertainties only. The fitted curves are
described in the text. UrQMD [37] results are also shown.
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TRIANGULAR FLOW (2)

➤ the local minimum could be an indication of an anomalously low pressure, but  
➤ the minima could depend on specific scaling scheme 
➤ the changes in baryon-to-meson ration, baryon stopping, and longer crossing times for 

nuclei at lower energies need to be taken into account 

➤ motivation for further investigation and more rigorous theoretical modelling  
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default setting [32]. The non-QGP model predicts a smaller
v23f2g value than the data, suggesting that a QGP phase
may exist in more central collisions at energies as low
as 7.7 GeV.
Systematic errors on the integrated v23f2g are studied by

analyzing data from different years or from different
periods of the run, by selecting events that collided at
different z-vertex positions, by varying the efficiency
correction within uncertainties, and by varying the selec-
tion criteria on tracks. A systematic uncertainty is also
assigned based on the fitting and subtraction of the short-
range correlations (we assume a 10% uncertainty on the
subtraction) and on residual acceptance corrections
(10% of hcos 3ϕi2 þ hsin 3ϕi2). These errors are all added
in quadrature for the final error estimate.
In Fig. 3, we replot the data from Fig. 2 for several

centralities as a function of
ffiffiffiffiffiffiffiffi
sNN

p
. Data from 2.76 TeV

Pbþ Pb collisions are also included [28]. At 200 GeV, the
50%–60% central data are similar to the 30%–40% data. As
the collision energy decreases, however, values in the
peripheral 50%–60% centrality data group drop well below
the 30%–40% central data and become consistent with zero
for 7.7 and 11.5 GeV collisions. This shows again that
peripheral collisions at lower energies seem to fail to
convert geometry fluctuations into a ridgelike correlation.
This idea is consistent with the absence of a low viscosity
QGP phase in low energy peripheral collisions [31]. For
more central collisions, however, v23f2g is finite even at the
lowest energies and changes very little from 7.7 to
19.6 GeV. Above that, it begins to increase more quickly
and roughly linearly with logð ffiffiffiffiffiffiffiffi

sNN
p Þ. This trend continues

up to 2.76 TeV where, for corresponding centrality inter-
vals, the v23f2g values are roughly twice as large as those at

200 GeV. Given that the dominant trend at the higher
energies is for v23f2g to increase with logð ffiffiffiffiffiffiffiffi

sNN
p Þ, it is

notable that v23f2g is approximately constant for the lower
energies.
One would expect, independent of which energy range is

considered, that higher energy collisions producing more
particles should be more effective at converting initial
state geometry fluctuations into v23f2g. Deviations from
that expectation could indicate interesting physics,
like a softening of the equation of state [22]. We inves-
tigated these expectations at the lower

ffiffiffiffiffiffiffiffi
sNN

p
by scaling

v23f2g by the midrapidity, charged-particle multiplicity
density per participant pair, nch;PP ¼ ð2=NpartÞdNch=dη.
We parametrize the

ffiffiffiffiffiffiffiffi
sNN

p
dependence of the existing

data on nch;PP for central Auþ Au or Pbþ Pb collisions
[44] by

nch;PP ¼
"
0.77ð ffiffiffiffiffiffiffiffi
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p Þ0.30 ffiffiffiffiffiffiffiffi

sNN
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> 16.0GeV

0.78 logð ffiffiffiffiffiffiffiffi
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p Þ−0.4 otherwise:
ð3Þ

In Fig. 4, we show v23f2g=nch;PP for four centrality
intervals. The more central data exhibit a local minimum
in the

ffiffiffiffiffiffiffiffi
sNN

p
range around 15–20 GeV, which is absent for

peripheral collisions. Variations of v23f2g=nch;PP with dif-
ferent parametrizations of nch;PP are typically on the order
of a few percent. The trends in nch;PP also have a change in
behavior in the same energy range where the dip appears in
Fig. 4, but the apparent minima in the figure do not depend
on the details of the parametrization of nch;PP; the local
minima remain even if scaling by logð ffiffiffiffiffiffiffiffi

sNN
p Þ. The minima

are an inevitable consequence of the near independence of

10 210 310

0

0.0002

0.0004

0.0006

0.0008

0.001 {2}2
3v

  (GeV)NNs

 0-5%
 10-20%
 30-40%
 50-60%

FIG. 3. The
ffiffiffiffiffiffiffiffi
sNN

p
dependence of v23f2g for four representative

centrality intervals. All data are Auþ Au except for the 2.76 TeV
data points from the ALICE Collaboration [28], which are
Pbþ Pb. ALICE data are not available for the 50%–60%
centrality interval. Systematic errors are shown either as a shaded
band or as thin vertical error bars with caps.

10 210 310

0.04

0.06

0.08

0.1

0.12

0.14

3−10×

ch,PP/n{2}2
3v

  (GeV)NNs

 0-5%
 10-20%
 30-40%
 50-60%

FIG. 4. v23f2g divided by the midrapidity, charged-particle
multiplicity density per participant pair in Auþ Au and
Pbþ Pb (2.76 TeV) collisions. Systematic errors are shown either
as a shaded band or as thin vertical error bars with caps. Data in the
centrality range from 0% to 50% exhibit a local minimum near
20 GeV while the more peripheral events do not.

PRL 116, 112302 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

18 MARCH 2016

112302-6

default setting [32]. The non-QGP model predicts a smaller
v23f2g value than the data, suggesting that a QGP phase
may exist in more central collisions at energies as low
as 7.7 GeV.
Systematic errors on the integrated v23f2g are studied by

analyzing data from different years or from different
periods of the run, by selecting events that collided at
different z-vertex positions, by varying the efficiency
correction within uncertainties, and by varying the selec-
tion criteria on tracks. A systematic uncertainty is also
assigned based on the fitting and subtraction of the short-
range correlations (we assume a 10% uncertainty on the
subtraction) and on residual acceptance corrections
(10% of hcos 3ϕi2 þ hsin 3ϕi2). These errors are all added
in quadrature for the final error estimate.
In Fig. 3, we replot the data from Fig. 2 for several

centralities as a function of
ffiffiffiffiffiffiffiffi
sNN

p
. Data from 2.76 TeV

Pbþ Pb collisions are also included [28]. At 200 GeV, the
50%–60% central data are similar to the 30%–40% data. As
the collision energy decreases, however, values in the
peripheral 50%–60% centrality data group drop well below
the 30%–40% central data and become consistent with zero
for 7.7 and 11.5 GeV collisions. This shows again that
peripheral collisions at lower energies seem to fail to
convert geometry fluctuations into a ridgelike correlation.
This idea is consistent with the absence of a low viscosity
QGP phase in low energy peripheral collisions [31]. For
more central collisions, however, v23f2g is finite even at the
lowest energies and changes very little from 7.7 to
19.6 GeV. Above that, it begins to increase more quickly
and roughly linearly with logð ffiffiffiffiffiffiffiffi

sNN
p Þ. This trend continues

up to 2.76 TeV where, for corresponding centrality inter-
vals, the v23f2g values are roughly twice as large as those at

200 GeV. Given that the dominant trend at the higher
energies is for v23f2g to increase with logð ffiffiffiffiffiffiffiffi

sNN
p Þ, it is

notable that v23f2g is approximately constant for the lower
energies.
One would expect, independent of which energy range is

considered, that higher energy collisions producing more
particles should be more effective at converting initial
state geometry fluctuations into v23f2g. Deviations from
that expectation could indicate interesting physics,
like a softening of the equation of state [22]. We inves-
tigated these expectations at the lower

ffiffiffiffiffiffiffiffi
sNN

p
by scaling

v23f2g by the midrapidity, charged-particle multiplicity
density per participant pair, nch;PP ¼ ð2=NpartÞdNch=dη.
We parametrize the

ffiffiffiffiffiffiffiffi
sNN

p
dependence of the existing

data on nch;PP for central Auþ Au or Pbþ Pb collisions
[44] by

nch;PP ¼
"
0.77ð ffiffiffiffiffiffiffiffi

sNN
p Þ0.30 ffiffiffiffiffiffiffiffi

sNN
p

> 16.0GeV

0.78 logð ffiffiffiffiffiffiffiffi
sNN

p Þ−0.4 otherwise:
ð3Þ

In Fig. 4, we show v23f2g=nch;PP for four centrality
intervals. The more central data exhibit a local minimum
in the

ffiffiffiffiffiffiffiffi
sNN

p
range around 15–20 GeV, which is absent for

peripheral collisions. Variations of v23f2g=nch;PP with dif-
ferent parametrizations of nch;PP are typically on the order
of a few percent. The trends in nch;PP also have a change in
behavior in the same energy range where the dip appears in
Fig. 4, but the apparent minima in the figure do not depend
on the details of the parametrization of nch;PP; the local
minima remain even if scaling by logð ffiffiffiffiffiffiffiffi

sNN
p Þ. The minima

are an inevitable consequence of the near independence of

10 210 310

0

0.0002

0.0004

0.0006

0.0008

0.001 {2}2
3v

  (GeV)NNs

 0-5%
 10-20%
 30-40%
 50-60%

FIG. 3. The
ffiffiffiffiffiffiffiffi
sNN

p
dependence of v23f2g for four representative

centrality intervals. All data are Auþ Au except for the 2.76 TeV
data points from the ALICE Collaboration [28], which are
Pbþ Pb. ALICE data are not available for the 50%–60%
centrality interval. Systematic errors are shown either as a shaded
band or as thin vertical error bars with caps.

10 210 310

0.04

0.06

0.08

0.1

0.12

0.14

3−10×

ch,PP/n{2}2
3v

  (GeV)NNs

 0-5%
 10-20%
 30-40%
 50-60%

FIG. 4. v23f2g divided by the midrapidity, charged-particle
multiplicity density per participant pair in Auþ Au and
Pbþ Pb (2.76 TeV) collisions. Systematic errors are shown either
as a shaded band or as thin vertical error bars with caps. Data in the
centrality range from 0% to 50% exhibit a local minimum near
20 GeV while the more peripheral events do not.

PRL 116, 112302 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

18 MARCH 2016

112302-6

mid-rapidity, charged-particle 
multiplicity  density per 
participant pair

systematic errors as 
either shaded bands 
or capped bars

STAR, PRL 116 (2016) 112302 



David Tlusty (Rice) ECT* Workshop

8

0.6

0.8

1

(0.4,0.8),STAR  ∈
T

p
(0.4,2),STAR     ∈

T
p

(0.4,0.8),UrQMD∈
T

p
(0.4,2),UrQMD  ∈

T
p

Net-proton(a)

y<|0.5|

0

1

2
Net-kaon

<1.6(GeV/c), |y|<0.5
T

0.2<p

(b)

5 67 10 20 30 100 200

0

10

|<0.5η< 2(GeV/c), |
T

0.2<p

Net-charge STAR
UrQMD
Poisson

(c)

 (GeV)NNS

/S
ke

lla
m

σS
0

2

4 Net-proton (0.4,0.8),STAR  ∈
T

p
(0.4,2),STAR     ∈

T
p

(0.4,0.8),UrQMD∈
T

p
(0.4,2),UrQMD  ∈

T
p

|y|<0.5
(a)

2−

0

2
Net-kaon

<1.6(GeV/c), |y|<0.5
T

0.2<p

(b)

5 67 10 20 30 100 200

20−

10−

0

10

|<0.5η< 2(GeV/c), |
T

0.2<p

Net-charge

STAR
UrQMD
Poisson

(c)

 (GeV)NNS

2
σ
κ

FIG. 10: Energy dependence of cumulant ratios(Sσ, κσ2) of net-proton, net-charge and net-kaon multipliity distributions for
Au+Au collision at

√
sNN =7.7 to 200 GeV. The solid markers represent the results from STAR measurement, the open markers

represent results from UrQMD calculation. The dashed lines denote the Poisson expectations for the STAR data.

lision energies. The monotonic decrease when decreasing
energies and strong suppression below unity at low ener-
gies are consistent with the effects of the baryon number
conservations.

VI. SUMMARY

Experimentally, fluctuations of conserved quantities
have been applied to probe the signature of the QCD
phase transition and critical point in heavy-ion colli-
sions. To understand the non-critical contributions to
the observables, we have performed detailed model cal-
culations. In this paper, we present the centrality and
energy dependence of the cumulants (C1 ∼ C4) and
their ratios (C3/C2 = Sσ, C4/C2 = κσ2) of net-proton,
net-charge and net-kaon multiplicity distributions with
UrQMD model for Au+Au collision at

√
sNN=7.7, 11.5,

19.6, 27, 39, 62.4 and 200 GeV. The production mecha-
nisms of the proton and kaon have a significant impact on
the fluctuations of net-particles. For e.g, the interplay of
the baryon stopping, pair production of proton and anti-
proton, and the associate, pair production of the K+ and
K− at different energies. At low energies, the baryon
stopping of protons and associate production of kaons

play an important roles. Those will lead to big differences
between the cumulants of particles and anti-particles dis-
tributions, such as proton, anti-protons andK+, K−. Fi-
nally, the comparisons for the cumulant ratios (Sσ, κσ2)
of net-proton, net-charge and net-kaon multiplicity distri-
butions have been made between the STAR data and the
UrQMD calculations. Within the statistical uncertain-
ties, the net-charge and net-kaon fluctuations measured
by STAR experiment can be described by the UrQMD
results. For the net-proton fluctuations, the STAR mea-
sured κσ2 at 0-5% most central Au+Au collisions show
a clear non-monotonic energy dependence with a mini-
mum around 20 GeV. This non-monotonic behavior can
not be described by the UrQMD model, in which there
has no critical physics implemented. The large suppres-
sion of the net-proton fluctuations at low energies could
be explained by the effects of baryon number conserva-
tions. Although the physics of the QCD critical point is
not implemented in the UrQMD simulation, the results
from UrQMD calculations can provide us non-CP physics
baselines and a qualitative estimation for the background
contributions to the QCD critical point search in heavy-
ion collisions by using the fluctuations of the net-proton,
net-kaon and net-charge numbers.
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butions have been made between the STAR data and the
UrQMD calculations. Within the statistical uncertain-
ties, the net-charge and net-kaon fluctuations measured
by STAR experiment can be described by the UrQMD
results. For the net-proton fluctuations, the STAR mea-
sured κσ2 at 0-5% most central Au+Au collisions show
a clear non-monotonic energy dependence with a mini-
mum around 20 GeV. This non-monotonic behavior can
not be described by the UrQMD model, in which there
has no critical physics implemented. The large suppres-
sion of the net-proton fluctuations at low energies could
be explained by the effects of baryon number conserva-
tions. Although the physics of the QCD critical point is
not implemented in the UrQMD simulation, the results
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sions. To understand the non-critical contributions to
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energy dependence of the cumulants (C1 ∼ C4) and
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19.6, 27, 39, 62.4 and 200 GeV. The production mecha-
nisms of the proton and kaon have a significant impact on
the fluctuations of net-particles. For e.g, the interplay of
the baryon stopping, pair production of proton and anti-
proton, and the associate, pair production of the K+ and
K− at different energies. At low energies, the baryon
stopping of protons and associate production of kaons

play an important roles. Those will lead to big differences
between the cumulants of particles and anti-particles dis-
tributions, such as proton, anti-protons andK+, K−. Fi-
nally, the comparisons for the cumulant ratios (Sσ, κσ2)
of net-proton, net-charge and net-kaon multiplicity distri-
butions have been made between the STAR data and the
UrQMD calculations. Within the statistical uncertain-
ties, the net-charge and net-kaon fluctuations measured
by STAR experiment can be described by the UrQMD
results. For the net-proton fluctuations, the STAR mea-
sured κσ2 at 0-5% most central Au+Au collisions show
a clear non-monotonic energy dependence with a mini-
mum around 20 GeV. This non-monotonic behavior can
not be described by the UrQMD model, in which there
has no critical physics implemented. The large suppres-
sion of the net-proton fluctuations at low energies could
be explained by the effects of baryon number conserva-
tions. Although the physics of the QCD critical point is
not implemented in the UrQMD simulation, the results
from UrQMD calculations can provide us non-CP physics
baselines and a qualitative estimation for the background
contributions to the QCD critical point search in heavy-
ion collisions by using the fluctuations of the net-proton,
net-kaon and net-charge numbers.
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➤ moments of net-particle multiplicity distributions can be related to  susceptibilities of 
conserved charges calculated on the lattice [P. Alba et al., Phys. Rev. C 92, 064910 
(2015)] 

CP signatures: theory
Divergence of the correlation length is 
expected near the QCD critical point

Should manifest itself in the non-monotonic 
behavior of correlations and fluctuations 
related to conserved quantities

Higher moments of conserved quantum 
numbers (Q, S, B) are more sensitive to the 
correlation length

Theory predicts an oscillation pattern in the 
energy dependence of the higher order 
moments
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Schaefer&Wanger,PRD 85, 034027 (2012);
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FIG. 10: Energy dependence of cumulant ratios(Sσ, κσ2) of net-proton, net-charge and net-kaon multipliity distributions for
Au+Au collision at

√
sNN =7.7 to 200 GeV. The solid markers represent the results from STAR measurement, the open markers

represent results from UrQMD calculation. The dashed lines denote the Poisson expectations for the STAR data.

lision energies. The monotonic decrease when decreasing
energies and strong suppression below unity at low ener-
gies are consistent with the effects of the baryon number
conservations.

VI. SUMMARY

Experimentally, fluctuations of conserved quantities
have been applied to probe the signature of the QCD
phase transition and critical point in heavy-ion colli-
sions. To understand the non-critical contributions to
the observables, we have performed detailed model cal-
culations. In this paper, we present the centrality and
energy dependence of the cumulants (C1 ∼ C4) and
their ratios (C3/C2 = Sσ, C4/C2 = κσ2) of net-proton,
net-charge and net-kaon multiplicity distributions with
UrQMD model for Au+Au collision at

√
sNN=7.7, 11.5,

19.6, 27, 39, 62.4 and 200 GeV. The production mecha-
nisms of the proton and kaon have a significant impact on
the fluctuations of net-particles. For e.g, the interplay of
the baryon stopping, pair production of proton and anti-
proton, and the associate, pair production of the K+ and
K− at different energies. At low energies, the baryon
stopping of protons and associate production of kaons

play an important roles. Those will lead to big differences
between the cumulants of particles and anti-particles dis-
tributions, such as proton, anti-protons andK+, K−. Fi-
nally, the comparisons for the cumulant ratios (Sσ, κσ2)
of net-proton, net-charge and net-kaon multiplicity distri-
butions have been made between the STAR data and the
UrQMD calculations. Within the statistical uncertain-
ties, the net-charge and net-kaon fluctuations measured
by STAR experiment can be described by the UrQMD
results. For the net-proton fluctuations, the STAR mea-
sured κσ2 at 0-5% most central Au+Au collisions show
a clear non-monotonic energy dependence with a mini-
mum around 20 GeV. This non-monotonic behavior can
not be described by the UrQMD model, in which there
has no critical physics implemented. The large suppres-
sion of the net-proton fluctuations at low energies could
be explained by the effects of baryon number conserva-
tions. Although the physics of the QCD critical point is
not implemented in the UrQMD simulation, the results
from UrQMD calculations can provide us non-CP physics
baselines and a qualitative estimation for the background
contributions to the QCD critical point search in heavy-
ion collisions by using the fluctuations of the net-proton,
net-kaon and net-charge numbers.

8

0.6

0.8

1

(0.4,0.8),STAR  ∈
T

p
(0.4,2),STAR     ∈

T
p

(0.4,0.8),UrQMD∈
T

p
(0.4,2),UrQMD  ∈

T
p

Net-proton(a)

y<|0.5|

0

1

2
Net-kaon

<1.6(GeV/c), |y|<0.5
T

0.2<p

(b)

5 67 10 20 30 100 200

0

10

|<0.5η< 2(GeV/c), |
T

0.2<p

Net-charge STAR
UrQMD
Poisson

(c)

 (GeV)NNS

/S
ke

lla
m

σS
0

2

4 Net-proton (0.4,0.8),STAR  ∈
T

p
(0.4,2),STAR     ∈

T
p

(0.4,0.8),UrQMD∈
T

p
(0.4,2),UrQMD  ∈

T
p

|y|<0.5
(a)

2−

0

2
Net-kaon

<1.6(GeV/c), |y|<0.5
T

0.2<p

(b)

5 67 10 20 30 100 200

20−

10−

0

10

|<0.5η< 2(GeV/c), |
T

0.2<p

Net-charge

STAR
UrQMD
Poisson

(c)

 (GeV)NNS

2
σ
κ

FIG. 10: Energy dependence of cumulant ratios(Sσ, κσ2) of net-proton, net-charge and net-kaon multipliity distributions for
Au+Au collision at

√
sNN =7.7 to 200 GeV. The solid markers represent the results from STAR measurement, the open markers

represent results from UrQMD calculation. The dashed lines denote the Poisson expectations for the STAR data.

lision energies. The monotonic decrease when decreasing
energies and strong suppression below unity at low ener-
gies are consistent with the effects of the baryon number
conservations.

VI. SUMMARY

Experimentally, fluctuations of conserved quantities
have been applied to probe the signature of the QCD
phase transition and critical point in heavy-ion colli-
sions. To understand the non-critical contributions to
the observables, we have performed detailed model cal-
culations. In this paper, we present the centrality and
energy dependence of the cumulants (C1 ∼ C4) and
their ratios (C3/C2 = Sσ, C4/C2 = κσ2) of net-proton,
net-charge and net-kaon multiplicity distributions with
UrQMD model for Au+Au collision at

√
sNN=7.7, 11.5,

19.6, 27, 39, 62.4 and 200 GeV. The production mecha-
nisms of the proton and kaon have a significant impact on
the fluctuations of net-particles. For e.g, the interplay of
the baryon stopping, pair production of proton and anti-
proton, and the associate, pair production of the K+ and
K− at different energies. At low energies, the baryon
stopping of protons and associate production of kaons

play an important roles. Those will lead to big differences
between the cumulants of particles and anti-particles dis-
tributions, such as proton, anti-protons andK+, K−. Fi-
nally, the comparisons for the cumulant ratios (Sσ, κσ2)
of net-proton, net-charge and net-kaon multiplicity distri-
butions have been made between the STAR data and the
UrQMD calculations. Within the statistical uncertain-
ties, the net-charge and net-kaon fluctuations measured
by STAR experiment can be described by the UrQMD
results. For the net-proton fluctuations, the STAR mea-
sured κσ2 at 0-5% most central Au+Au collisions show
a clear non-monotonic energy dependence with a mini-
mum around 20 GeV. This non-monotonic behavior can
not be described by the UrQMD model, in which there
has no critical physics implemented. The large suppres-
sion of the net-proton fluctuations at low energies could
be explained by the effects of baryon number conserva-
tions. Although the physics of the QCD critical point is
not implemented in the UrQMD simulation, the results
from UrQMD calculations can provide us non-CP physics
baselines and a qualitative estimation for the background
contributions to the QCD critical point search in heavy-
ion collisions by using the fluctuations of the net-proton,
net-kaon and net-charge numbers.

STAR, PRC 94, 024901 (2016) STAR, PRC 94, 024901 (2016)

LOCALIZATION OF CRITICAL POINT

➤ non-monotonic energy dependence of net-proton κσ2 and net-kaon Sσ 
➤ missing data in the region below 7.7 GeV ⇒ fixed-target 

16

�2 =
�(4)

�(2)

S� =
�(3)

�(2)

The higher moments 
of conserved quantum 
numbers (B, Q, S) are 
sensitive to the 
correlation length 

➤ moments of net-particle multiplicity distributions can be related to  susceptibilities of 
conserved charges calculated on the lattice [P. Alba et al., Phys. Rev. C 92, 064910 
(2015)] 

CP signatures: theory
Divergence of the correlation length is 
expected near the QCD critical point

Should manifest itself in the non-monotonic 
behavior of correlations and fluctuations 
related to conserved quantities

Higher moments of conserved quantum 
numbers (Q, S, B) are more sensitive to the 
correlation length

Theory predicts an oscillation pattern in the 
energy dependence of the higher order 
moments
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M.A. Stephanov, PRL107, 052301 (2011).
Schaefer&Wanger,PRD 85, 034027 (2012);
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CRITICAL POINT: LIFETIME INCREASE

➤ dilepton yields sensitive to life time of the QGP?  
➤ increase in correlation lengths expected close to Critical Point ⇒ anomalous 

increase in the lifetime of the fireball  
➤ not enough statistics for any meaningful measurement < 19.6 GeV in BES-I 
➤ can we observe this in an increase of e+e- rates?

17Helen Caines - PAC - June 2018 

Connection to fireball lifetime 

9/23/16� Hard Probes 2016, Wuhan China, B. Huang ��

!  Integrated excess yield normalized by dNch/dy, is proportional to lifetime of fireball 
from 17.3 – 200 GeV.  

Given that total baryon density is nearly constant and emission rate is dominant in the near�Tc region. 
 
R. Rapp, H. van Hees PLB 753 (2016) 586-590 

Low mass di-lepton excess

19

Slide 2 of 40 Daniel Cebra 

18-Jun-2015 

RHIC Program Advisory Meeting 

Brookhaven National Laboratory 

BES Phase II – Physics Cases for iTPC 

Beam Energy Scan – Phase I Results:  

• Seen the turn-off of QGP signatures.  

• Seen  suggestions of the first order phase transition.  

• Not seen conclusive evidence of a critical point.  

 

The most promising region for refining the search is in 
the lower energiesÎ 19.6, 15, 11.5, 7.7, and lower.  
 

The iTPC Upgrades strengthen the BES II physics program, 

and enables new key measurements: 

• Rapidity dependence of proton kurtosis 

• Dilepton program (sys. errors and intermediate mass region) 

• Enables the internal fixed target program to cover  7.7 to 3.0 GeV 

Low mass excess∝ fireball lifetime  
for large range of beam energies and 
centralities

Need to add more low 
energy data

Results suggest excess from total baryon driven hot dense medium effects 
and the medium’s lifetime

2.4 Dilepton Measurements and Search for Chiral Symmetry Restora-
tion

Dileptons are a crucial probe of the strongly interacting matter created in ultra-relativistic
heavy-ion collisions. Leptons traverse the medium with minimal interactions, but they are
produced during the whole evolution of the created matter. Different kinematic ranges of
dilepton pairs (mass and transverse momentum ranges) can be used to selectively probe the
properties of the formed matter throughout its entire evolution.

The observed dilepton yields have contributions from many sources integrated over the
entire evolution of the collision. In-medium properties of vector mesons (i.e. the mass
and width of the ⇢(770), !(782), and �(1020) mesons) can be studied via their decays to
dileptons in the low invariant mass ranges of lepton pairs (Mll < 1.1 GeV/c2). These in-
medium properties may exhibit modifications related to possible chiral symmetry restoration.
Observations at SPS and RHIC indicate enhancements of the dilepton yields at low pT and
in the low invariant mass range between the ⇡ and ⇢ mass. These enhancements cannot be
described with model calculations that involve only the vacuum ⇢ spectral function.

Figure 33: Total baryon density, represented by (p +
p)/(⇡+ + ⇡

�), vs. collision energy.

Dynamic models [66] show that the broadening of the width of the ⇢ can be attributed to
interactions with the surrounding nuclear medium, i.e. to the coupling of ⇢ to the baryons
and their resonances. These interactions affect the properties of the ⇢ even in the cold
nuclear matter. In hot nuclear matter, where temperature and/or baryon density is high,
these interaction are expected to cause the width to further broaden to the extent that it
becomes indistinguishable from the radiation continuum. This continuum coincides with the
dilepton thermal radiation from QGP at the phase transition temperature. Measuring the
temperature dependence of the dilepton yields at low mass would thus be a key observable.

To help further disentangle the various factors that play a role in measuring the dielectron
production in the low mass range, we show in Fig. 33 the charged baryon density vs. the
collision energy. Here, the total baryon density at freeze-out is approximated by the measured
ratio of the sum of proton and antiproton yields over the sum of charged pion yields. The plot
shows that above approximately p

sNN =20 GeV the total baryon density remains almost
independent of the beam energy. Consequently, the medium effect on the ⇢ meson and
its dielectron spectrum are independent of beam energy when the dielectrons are emitted

30

Above 20 GeV 
Total baryon density ~ constant

H. van Hees, R. Rapp 
PRL 97 (2006)102301

STAR, PLB 750 (2015) 64-71



David Tlusty (Rice) ECT* Workshop

CRITICAL POINT: PION INTERFEROMETRY
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Azimuthally-sensitive two-pion interferometry in U+U collisions at STAR
John Campbell for the STAR collaboration – The Ohio State University (campbell@physics.osu.edu)

Collisions between uranium nuclei have been produced in the Relativistic Heavy Ion Collider and measured in the STAR detector. Due to the prolate deformation of the
nuclei, fully overlapping U+U collisions offer the opportunity to produce highly anisotropic participant zones similar in shape to mid-central Au+Au collisions, but with
twice the size. The larger fireball should be characterized by a long time over which it collectively evolves from its non-trivial initial shape to its final one. The final-state
anisotropy of zero-spectator collisions in momentum space (vn) is under active study. We will present a preliminary analysis of the coordinate-space anisotropy,
measured via azimuthally-sensitive two-pion interferometry ("HBT") of full-overlap collisions, performed differentially in the reduced flow parameter q2 in U+U collisions
at 𝑠NN = 193 GeV.

2nd Order Azimuthal Femtoscopy Shape Selection in U+U collisions

Oscillating Radii

Data Set and Experimental Cuts

Comparing 𝑞2

Summary

• First femtoscopic analysis of U+U collisions is presented

• Clear evidence for 2nd-order azimuthal signal

• No systematic variation of 𝜀𝑓 with 𝑞2Î no evidence for shape selection in 𝑞2

out

side

long • The pair momentum vector is represented in the
‘out-side-long’ coordinate system. This reference
frame rotates around the source with the
observer.

• As we rotate perspective around the pion
emitting source we “see” different parts of it.

• Femtoscopy probes the 3D shape of ‘homogeneity regions’, the space over
which particle pairs are correlated.

• Three length scales are recovered, one for each direction in the out-side-
long system: 𝑅𝑜𝑢𝑡, 𝑅𝑠𝑖𝑑𝑒, and 𝑅𝑙𝑜𝑛𝑔.

• We can also recover correlations between directions: 𝑅𝑜𝑠, 𝑅𝑜𝑙, and 𝑅𝑠𝑙.

Incoming 
Nuclei

Initial 
Geometry

• Gold/lead nuclei are
approximately spherical. Can
access different initial
geometries by varying impact
parameter.

• Uranium nuclei are prolate.
Can access different initial
geometries with full overlap
by varying orientation of
incoming nuclei

• Full overlap U+U collisions
create a large system that will
evolve over a long time.

• Body-Body collisions should
have a higher freeze out
eccentricity than Tip-Tip
collisions.

=

=

=

Body-Body
High anisotropy
Low multiplicity

Tip-Tip
Low anisotropy
High multiplicity

Can find the freeze out
eccentricity with Fourier
moments of 𝑅𝑠𝑖𝑑𝑒

𝜀𝑓 ≈ 2
𝑅𝑠𝑖𝑑𝑒,22

𝑅𝑠𝑖𝑑𝑒,02

This has already been
done in Au+Au
collisions in the Beam
Energy Scan

Construct experimentally measured correlation functions in terms of relative
momentum 𝑞 of pairs of particles

𝐶 𝑞 =
𝑁𝑠𝑎𝑚𝑒(𝑞)
𝑁𝑚𝑖𝑥𝑒𝑑(𝑞)

where 𝑁𝑠𝑎𝑚𝑒 (𝑁𝑚𝑖𝑥𝑒𝑑) is the number of pairs of relative momentum q from the
same (different) event(s). We can extract source sizes by fitting the correlation
function with the following function:

𝐶 𝑞 = 𝑁( 1 − 𝜆 + λ𝐾(𝑞)𝑒− 𝑅𝑜𝑢𝑡
2 𝑞𝑜𝑢𝑡2 +𝑅𝑠𝑖𝑑𝑒

2 𝑞𝑠𝑖𝑑𝑒
2 +𝑅𝑙𝑜𝑛𝑔

2 𝑞𝑙𝑜𝑛𝑔
2 +2𝑅𝑜𝑠2 𝑞𝑜𝑢𝑡𝑞𝑠𝑖𝑑𝑒 )

where 𝐾(𝑞) is a coulomb correction factor and there are 6 fit parameters: 𝑁 is 
the overall normalization factor; 𝜆 accounts for contributions from long-lived 
decays; and the 𝑅𝑜𝑢𝑡, 𝑅𝑠𝑖𝑑𝑒, 𝑅𝑙𝑜𝑛𝑔, 𝑅𝑜𝑠 terms describe the size and orientation 
of the emitting source.

• U+U collisions at 𝑠NN = 193 𝐺𝑒𝑉
• Use 1% Zero Degree Calorimeter

(ZDC) to select events that are
almost fully overlapping

• ~7 Million events survive cuts
• Analysis is performed differentially

in the reduced flow parameter 𝑞2

𝑞2,𝑥 =
1
𝑀
 
𝑖=1

𝑀

cos 2𝜙𝑖

𝑞2,𝑦 =
1
𝑀
 
𝑖=1

𝑀

sin 2𝜙𝑖

Event Cuts Track Cuts Pair Cuts + Binning
|Vz| < 30 cm |η| < 0.5 kT (0.15 GeV, 0.6 GeV)

Vr < 2 cm pT (0.15 GeV, 0.8 GeV) φ 8 bins
Nch,TPC < 1000 |nσpion| < 2 ψEP 16 mixing bins

|nσother| > 2 Vz 12 mixing bins
Nhits > 15
DCA < 3cm

BES data points

Co
un

ts

Can we see evidence of Tip-Tip or
Body-Body enhanced collisions by
performing this analysis
differentially in 𝑞2?

10% highest q2

10
%

 lo
w

es
t q

2

The 6 fit parameters, reconstructed for each of 8 azimuthal bins. Data shown
here are for 80-90% q2 bin.
• Results are presented for 𝜋+ (𝜋−) shown in filled (empty) red symbols, and

their average in black symbols. 2nd order harmonic fits are shown for 𝑅𝑜𝑢𝑡2 ,
𝑅𝑠𝑖𝑑𝑒2 , and 𝑅𝑜𝑠2

• 2nd order oscillation is seen for the 3 ‘transverse radii’: 𝑅𝑜𝑢𝑡, 𝑅𝑠𝑖𝑑𝑒, and 𝑅𝑜𝑠Shown are the 2nd-order oscillation amplitudes (Fourier moments) for the four
radii studied here and the measured freeze out eccentricity, 𝜀𝑓. Data are shown
as a function of 𝑞2 from lowest (0-10%) to highest (80-90%). Error bars are
statistical only.

• Clear non-zero oscillation signal, especially for the 3 ‘transverse radii’: 𝑅𝑜𝑢𝑡,
𝑅𝑠𝑖𝑑𝑒, and 𝑅𝑜𝑠.

• No obvious trend as a function of 𝑞2: 𝜀𝑓is roughly flat, no evidence for shape
selection in 𝑞2

Whole Source

0⁰ 90⁰45⁰ 180⁰

Homogeneity 
Region

Observer 
Perspective

135⁰

arXiv:1403.4972
Submitted for publication

STAR 
preliminary

R - radius of a 
homogenous source 
of particle emission

J. Campbell, QM2014
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CRITICAL POINT: PION INTERFEROMETRY

➤ Rout, Rside, and Rlong used to 
orthogonally decompose the 
Gaussian radii
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Azimuthally-sensitive two-pion interferometry in U+U collisions at STAR
John Campbell for the STAR collaboration – The Ohio State University (campbell@physics.osu.edu)

Collisions between uranium nuclei have been produced in the Relativistic Heavy Ion Collider and measured in the STAR detector. Due to the prolate deformation of the
nuclei, fully overlapping U+U collisions offer the opportunity to produce highly anisotropic participant zones similar in shape to mid-central Au+Au collisions, but with
twice the size. The larger fireball should be characterized by a long time over which it collectively evolves from its non-trivial initial shape to its final one. The final-state
anisotropy of zero-spectator collisions in momentum space (vn) is under active study. We will present a preliminary analysis of the coordinate-space anisotropy,
measured via azimuthally-sensitive two-pion interferometry ("HBT") of full-overlap collisions, performed differentially in the reduced flow parameter q2 in U+U collisions
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Summary

• First femtoscopic analysis of U+U collisions is presented

• Clear evidence for 2nd-order azimuthal signal

• No systematic variation of 𝜀𝑓 with 𝑞2Î no evidence for shape selection in 𝑞2

out
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long • The pair momentum vector is represented in the
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frame rotates around the source with the
observer.

• As we rotate perspective around the pion
emitting source we “see” different parts of it.

• Femtoscopy probes the 3D shape of ‘homogeneity regions’, the space over
which particle pairs are correlated.

• Three length scales are recovered, one for each direction in the out-side-
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Incoming 
Nuclei

Initial 
Geometry

• Gold/lead nuclei are
approximately spherical. Can
access different initial
geometries by varying impact
parameter.

• Uranium nuclei are prolate.
Can access different initial
geometries with full overlap
by varying orientation of
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• Full overlap U+U collisions
create a large system that will
evolve over a long time.
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done in Au+Au
collisions in the Beam
Energy Scan

Construct experimentally measured correlation functions in terms of relative
momentum 𝑞 of pairs of particles

𝐶 𝑞 =
𝑁𝑠𝑎𝑚𝑒(𝑞)
𝑁𝑚𝑖𝑥𝑒𝑑(𝑞)

where 𝑁𝑠𝑎𝑚𝑒 (𝑁𝑚𝑖𝑥𝑒𝑑) is the number of pairs of relative momentum q from the
same (different) event(s). We can extract source sizes by fitting the correlation
function with the following function:

𝐶 𝑞 = 𝑁( 1 − 𝜆 + λ𝐾(𝑞)𝑒− 𝑅𝑜𝑢𝑡
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where 𝐾(𝑞) is a coulomb correction factor and there are 6 fit parameters: 𝑁 is 
the overall normalization factor; 𝜆 accounts for contributions from long-lived 
decays; and the 𝑅𝑜𝑢𝑡, 𝑅𝑠𝑖𝑑𝑒, 𝑅𝑙𝑜𝑛𝑔, 𝑅𝑜𝑠 terms describe the size and orientation 
of the emitting source.

• U+U collisions at 𝑠NN = 193 𝐺𝑒𝑉
• Use 1% Zero Degree Calorimeter

(ZDC) to select events that are
almost fully overlapping

• ~7 Million events survive cuts
• Analysis is performed differentially

in the reduced flow parameter 𝑞2

𝑞2,𝑥 =
1
𝑀
 
𝑖=1

𝑀

cos 2𝜙𝑖

𝑞2,𝑦 =
1
𝑀
 
𝑖=1

𝑀

sin 2𝜙𝑖

Event Cuts Track Cuts Pair Cuts + Binning
|Vz| < 30 cm |η| < 0.5 kT (0.15 GeV, 0.6 GeV)

Vr < 2 cm pT (0.15 GeV, 0.8 GeV) φ 8 bins
Nch,TPC < 1000 |nσpion| < 2 ψEP 16 mixing bins

|nσother| > 2 Vz 12 mixing bins
Nhits > 15
DCA < 3cm

BES data points

Co
un

ts

Can we see evidence of Tip-Tip or
Body-Body enhanced collisions by
performing this analysis
differentially in 𝑞2?

10% highest q2

10
%

 lo
w

es
t q

2

The 6 fit parameters, reconstructed for each of 8 azimuthal bins. Data shown
here are for 80-90% q2 bin.
• Results are presented for 𝜋+ (𝜋−) shown in filled (empty) red symbols, and

their average in black symbols. 2nd order harmonic fits are shown for 𝑅𝑜𝑢𝑡2 ,
𝑅𝑠𝑖𝑑𝑒2 , and 𝑅𝑜𝑠2

• 2nd order oscillation is seen for the 3 ‘transverse radii’: 𝑅𝑜𝑢𝑡, 𝑅𝑠𝑖𝑑𝑒, and 𝑅𝑜𝑠Shown are the 2nd-order oscillation amplitudes (Fourier moments) for the four
radii studied here and the measured freeze out eccentricity, 𝜀𝑓. Data are shown
as a function of 𝑞2 from lowest (0-10%) to highest (80-90%). Error bars are
statistical only.

• Clear non-zero oscillation signal, especially for the 3 ‘transverse radii’: 𝑅𝑜𝑢𝑡,
𝑅𝑠𝑖𝑑𝑒, and 𝑅𝑜𝑠.

• No obvious trend as a function of 𝑞2: 𝜀𝑓is roughly flat, no evidence for shape
selection in 𝑞2

Whole Source

0⁰ 90⁰45⁰ 180⁰

Homogeneity 
Region

Observer 
Perspective

135⁰

arXiv:1403.4972
Submitted for publication

STAR 
preliminary

R - radius of a 
homogenous source 
of particle emission

J. Campbell, QM2014



David Tlusty (Rice) ECT* Workshop

CRITICAL POINT: PION INTERFEROMETRY

➤ Rout, Rside, and Rlong used to 
orthogonally decompose the 
Gaussian radii

➤ difference R2
out − R2

side related 
to the time duration of 
emission 

18

Azimuthally-sensitive two-pion interferometry in U+U collisions at STAR
John Campbell for the STAR collaboration – The Ohio State University (campbell@physics.osu.edu)

Collisions between uranium nuclei have been produced in the Relativistic Heavy Ion Collider and measured in the STAR detector. Due to the prolate deformation of the
nuclei, fully overlapping U+U collisions offer the opportunity to produce highly anisotropic participant zones similar in shape to mid-central Au+Au collisions, but with
twice the size. The larger fireball should be characterized by a long time over which it collectively evolves from its non-trivial initial shape to its final one. The final-state
anisotropy of zero-spectator collisions in momentum space (vn) is under active study. We will present a preliminary analysis of the coordinate-space anisotropy,
measured via azimuthally-sensitive two-pion interferometry ("HBT") of full-overlap collisions, performed differentially in the reduced flow parameter q2 in U+U collisions
at 𝑠NN = 193 GeV.

2nd Order Azimuthal Femtoscopy Shape Selection in U+U collisions

Oscillating Radii

Data Set and Experimental Cuts

Comparing 𝑞2

Summary

• First femtoscopic analysis of U+U collisions is presented

• Clear evidence for 2nd-order azimuthal signal

• No systematic variation of 𝜀𝑓 with 𝑞2Î no evidence for shape selection in 𝑞2

out

side

long • The pair momentum vector is represented in the
‘out-side-long’ coordinate system. This reference
frame rotates around the source with the
observer.

• As we rotate perspective around the pion
emitting source we “see” different parts of it.

• Femtoscopy probes the 3D shape of ‘homogeneity regions’, the space over
which particle pairs are correlated.

• Three length scales are recovered, one for each direction in the out-side-
long system: 𝑅𝑜𝑢𝑡, 𝑅𝑠𝑖𝑑𝑒, and 𝑅𝑙𝑜𝑛𝑔.

• We can also recover correlations between directions: 𝑅𝑜𝑠, 𝑅𝑜𝑙, and 𝑅𝑠𝑙.

Incoming 
Nuclei

Initial 
Geometry

• Gold/lead nuclei are
approximately spherical. Can
access different initial
geometries by varying impact
parameter.

• Uranium nuclei are prolate.
Can access different initial
geometries with full overlap
by varying orientation of
incoming nuclei

• Full overlap U+U collisions
create a large system that will
evolve over a long time.

• Body-Body collisions should
have a higher freeze out
eccentricity than Tip-Tip
collisions.

=

=

=

Body-Body
High anisotropy
Low multiplicity

Tip-Tip
Low anisotropy
High multiplicity

Can find the freeze out
eccentricity with Fourier
moments of 𝑅𝑠𝑖𝑑𝑒

𝜀𝑓 ≈ 2
𝑅𝑠𝑖𝑑𝑒,22

𝑅𝑠𝑖𝑑𝑒,02

This has already been
done in Au+Au
collisions in the Beam
Energy Scan

Construct experimentally measured correlation functions in terms of relative
momentum 𝑞 of pairs of particles

𝐶 𝑞 =
𝑁𝑠𝑎𝑚𝑒(𝑞)
𝑁𝑚𝑖𝑥𝑒𝑑(𝑞)

where 𝑁𝑠𝑎𝑚𝑒 (𝑁𝑚𝑖𝑥𝑒𝑑) is the number of pairs of relative momentum q from the
same (different) event(s). We can extract source sizes by fitting the correlation
function with the following function:

𝐶 𝑞 = 𝑁( 1 − 𝜆 + λ𝐾(𝑞)𝑒− 𝑅𝑜𝑢𝑡
2 𝑞𝑜𝑢𝑡2 +𝑅𝑠𝑖𝑑𝑒

2 𝑞𝑠𝑖𝑑𝑒
2 +𝑅𝑙𝑜𝑛𝑔

2 𝑞𝑙𝑜𝑛𝑔
2 +2𝑅𝑜𝑠2 𝑞𝑜𝑢𝑡𝑞𝑠𝑖𝑑𝑒 )

where 𝐾(𝑞) is a coulomb correction factor and there are 6 fit parameters: 𝑁 is 
the overall normalization factor; 𝜆 accounts for contributions from long-lived 
decays; and the 𝑅𝑜𝑢𝑡, 𝑅𝑠𝑖𝑑𝑒, 𝑅𝑙𝑜𝑛𝑔, 𝑅𝑜𝑠 terms describe the size and orientation 
of the emitting source.

• U+U collisions at 𝑠NN = 193 𝐺𝑒𝑉
• Use 1% Zero Degree Calorimeter

(ZDC) to select events that are
almost fully overlapping

• ~7 Million events survive cuts
• Analysis is performed differentially

in the reduced flow parameter 𝑞2

𝑞2,𝑥 =
1
𝑀
 
𝑖=1

𝑀

cos 2𝜙𝑖

𝑞2,𝑦 =
1
𝑀
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𝑀
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Event Cuts Track Cuts Pair Cuts + Binning
|Vz| < 30 cm |η| < 0.5 kT (0.15 GeV, 0.6 GeV)

Vr < 2 cm pT (0.15 GeV, 0.8 GeV) φ 8 bins
Nch,TPC < 1000 |nσpion| < 2 ψEP 16 mixing bins

|nσother| > 2 Vz 12 mixing bins
Nhits > 15
DCA < 3cm

BES data points

Co
un

ts

Can we see evidence of Tip-Tip or
Body-Body enhanced collisions by
performing this analysis
differentially in 𝑞2?

10% highest q2
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The 6 fit parameters, reconstructed for each of 8 azimuthal bins. Data shown
here are for 80-90% q2 bin.
• Results are presented for 𝜋+ (𝜋−) shown in filled (empty) red symbols, and

their average in black symbols. 2nd order harmonic fits are shown for 𝑅𝑜𝑢𝑡2 ,
𝑅𝑠𝑖𝑑𝑒2 , and 𝑅𝑜𝑠2

• 2nd order oscillation is seen for the 3 ‘transverse radii’: 𝑅𝑜𝑢𝑡, 𝑅𝑠𝑖𝑑𝑒, and 𝑅𝑜𝑠Shown are the 2nd-order oscillation amplitudes (Fourier moments) for the four
radii studied here and the measured freeze out eccentricity, 𝜀𝑓. Data are shown
as a function of 𝑞2 from lowest (0-10%) to highest (80-90%). Error bars are
statistical only.

• Clear non-zero oscillation signal, especially for the 3 ‘transverse radii’: 𝑅𝑜𝑢𝑡,
𝑅𝑠𝑖𝑑𝑒, and 𝑅𝑜𝑠.

• No obvious trend as a function of 𝑞2: 𝜀𝑓is roughly flat, no evidence for shape
selection in 𝑞2
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CRITICAL POINT: PION INTERFEROMETRY

➤ Rout, Rside, and Rlong used to 
orthogonally decompose the 
Gaussian radii

➤ difference R2
out − R2

side related 
to the time duration of 
emission 

➤ data at all centralities vary 
according to the Finite Size 
Scaling (FSS) behavior           
[Phys. Rev. Lett. 114 142301]
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the distributions grow with centrality. These trends are
made more transparent in Fig. 2 where a direct comparison
of the excitation functions for ðR2

out − R2
sideÞ is shown. We

attribute these qualitative patterns to the finite-size scaling
effects expected for the deconfinement phase transition
[cf. Eqs. (1)–(3)] and employ the excitation functions in a
more quantitative FSS analysis, as discussed below.
Validation tests for finite-size scaling were carried out

for the full set of excitation functions as follows. First, we
exploit the phenomenology of thermal models [38–41] for
the freeze-out region and associate (T; μB) combinations
with

ffiffiffiffiffiffiffiffi
sNN

p
. Second, we associate ðR2

out − R2
sideÞ with a

susceptibility, given its connection to the isoentropic
compressibility (κS). The three HBT radii Rout, Rside, and
Rrlong, which serve to characterize the space-time dimen-
sions of the emitting source, all show a linear dependence
on R̄ [27,28].
Subsequently, a Gaussian fit was used to extract

the peak positions, and widths of the excitation
functions, for different system sizes characterized by the
centrality selections indicated in Fig. 2; the magnitude of
ðR2

out − R2
sideÞ was evaluated at the extracted peak positions

as well. The solid and dashed curves shown in the figure
gives an indication of the quality of these fits.
The extracted fit parameters were tested for the charac-

teristic finite-size scaling patterns associated with the
deconfinement phase transition via Eqs. (1) and (3) with
L ¼ R̄,

ðR2
out − R2

sideÞmax ∝ R̄γ=ν; ð4Þ

ffiffiffiffiffiffiffiffi
sNN

p ðVÞ ¼ ffiffiffiffiffiffiffiffi
sNN

p ð∞Þ − k × R̄−ð1=νÞ; ð5Þ

with the aim of obtaining initial estimates for the critical
exponents ν and γ and the infinite volume

ffiffiffiffiffiffiffiffi
sNN

p ð∞Þ value
where the deconfinement phase transition first occurs; k is a
constant. Here, δs≡ ð ffiffiffiffiffiffiffiffi

sNN
p −

ffiffiffiffiffiffiffiffi
scepNN

p
Þ=

ffiffiffiffiffiffiffiffi
scepNN

p
gives a mea-

sure of the “distance” to the CEP.
Figure 3 illustrates the finite-size scaling test made for

the extracted peak positions [
ffiffiffiffiffiffiffiffi
sNN

p ðVÞ]. Figure 3(a) shows
the peak positions versus R̄ while Fig. 3(b) shows the same
peak positions versus 1=R̄1.5. The dashed curve in Fig. 3(b),
which represents a fit to the data in Fig. 3(a) with Eq. (5),
confirms the expected inverse power law dependence of
these peaks on R̄. The fit gives the values

ffiffiffiffiffiffiffiffi
sNN

p ð∞Þ ¼
47.5$ 1.5 GeV and ν ¼ 0.67$ 0.05. A similar value for ν
was obtained via an analysis of the widths obtained from
the Gaussian fits shown in Fig. 2. Note that this value offfiffiffiffiffiffiffiffi
sNN

p ð∞Þ is compatible with the striking pattern observed
in the excitation function for viscous damping [26,27].
This pattern is akin to that expected for ðη=sÞðT; μBÞ close
to the CEP [19,20].
Figure 4 illustrates the results of the finite-size scaling test

for ðR2
out − R2

sideÞmax. Figure 4(a) shows ðR2
out − R2

sideÞmax

versus R̄ while Fig. 4(b) shows the same data plotted versus
R̄2. The dashed curve in Fig. 4(b), which represents a fit to
the data in Fig. 4(a) with Eq. (4), confirms the expected
power law dependence of ðR2

out − R2
sideÞmax on R̄. Note that

the trend of this dependence is opposite to the inverse power
dependence shown in Fig. 3. The fit leads to the estimate
γ ¼ 1.15$ 0.065. The indicated uncertainties for ν and γ
are derived from the fits.

FIG. 2 (color online). Comparison of ðR2
out − R2

sideÞ versusffiffiffiffiffiffiffiffi
sNN

p
for several centrality selections, as indicated. The data,

which are the same as those shown in Fig. 1, are taken from
Refs. [31,32]. The solid and dashed curves represent fits to the
combined data sets for each centrality, with the Gaussian fit
function ðR2

out − R2
sideÞ ¼ aþ b expð−0.5½ðx − cÞ=d'2Þ.

FIG. 3. (a) Peak position versus R̄. (b) Peak position versus
1=R̄1.5. The peak positions and associated error bars are obtained
from the Gaussian fits shown in Fig. 2. The dashed curve in (b)
shows the fit to the data in (a).
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Azimuthally-sensitive two-pion interferometry in U+U collisions at STAR
John Campbell for the STAR collaboration – The Ohio State University (campbell@physics.osu.edu)

Collisions between uranium nuclei have been produced in the Relativistic Heavy Ion Collider and measured in the STAR detector. Due to the prolate deformation of the
nuclei, fully overlapping U+U collisions offer the opportunity to produce highly anisotropic participant zones similar in shape to mid-central Au+Au collisions, but with
twice the size. The larger fireball should be characterized by a long time over which it collectively evolves from its non-trivial initial shape to its final one. The final-state
anisotropy of zero-spectator collisions in momentum space (vn) is under active study. We will present a preliminary analysis of the coordinate-space anisotropy,
measured via azimuthally-sensitive two-pion interferometry ("HBT") of full-overlap collisions, performed differentially in the reduced flow parameter q2 in U+U collisions
at 𝑠NN = 193 GeV.

2nd Order Azimuthal Femtoscopy Shape Selection in U+U collisions

Oscillating Radii

Data Set and Experimental Cuts

Comparing 𝑞2

Summary

• First femtoscopic analysis of U+U collisions is presented

• Clear evidence for 2nd-order azimuthal signal

• No systematic variation of 𝜀𝑓 with 𝑞2Î no evidence for shape selection in 𝑞2

out

side

long • The pair momentum vector is represented in the
‘out-side-long’ coordinate system. This reference
frame rotates around the source with the
observer.

• As we rotate perspective around the pion
emitting source we “see” different parts of it.

• Femtoscopy probes the 3D shape of ‘homogeneity regions’, the space over
which particle pairs are correlated.

• Three length scales are recovered, one for each direction in the out-side-
long system: 𝑅𝑜𝑢𝑡, 𝑅𝑠𝑖𝑑𝑒, and 𝑅𝑙𝑜𝑛𝑔.

• We can also recover correlations between directions: 𝑅𝑜𝑠, 𝑅𝑜𝑙, and 𝑅𝑠𝑙.

Incoming 
Nuclei

Initial 
Geometry

• Gold/lead nuclei are
approximately spherical. Can
access different initial
geometries by varying impact
parameter.

• Uranium nuclei are prolate.
Can access different initial
geometries with full overlap
by varying orientation of
incoming nuclei

• Full overlap U+U collisions
create a large system that will
evolve over a long time.

• Body-Body collisions should
have a higher freeze out
eccentricity than Tip-Tip
collisions.

=

=

=

Body-Body
High anisotropy
Low multiplicity

Tip-Tip
Low anisotropy
High multiplicity

Can find the freeze out
eccentricity with Fourier
moments of 𝑅𝑠𝑖𝑑𝑒

𝜀𝑓 ≈ 2
𝑅𝑠𝑖𝑑𝑒,22

𝑅𝑠𝑖𝑑𝑒,02

This has already been
done in Au+Au
collisions in the Beam
Energy Scan

Construct experimentally measured correlation functions in terms of relative
momentum 𝑞 of pairs of particles

𝐶 𝑞 =
𝑁𝑠𝑎𝑚𝑒(𝑞)
𝑁𝑚𝑖𝑥𝑒𝑑(𝑞)

where 𝑁𝑠𝑎𝑚𝑒 (𝑁𝑚𝑖𝑥𝑒𝑑) is the number of pairs of relative momentum q from the
same (different) event(s). We can extract source sizes by fitting the correlation
function with the following function:

𝐶 𝑞 = 𝑁( 1 − 𝜆 + λ𝐾(𝑞)𝑒− 𝑅𝑜𝑢𝑡
2 𝑞𝑜𝑢𝑡2 +𝑅𝑠𝑖𝑑𝑒

2 𝑞𝑠𝑖𝑑𝑒
2 +𝑅𝑙𝑜𝑛𝑔

2 𝑞𝑙𝑜𝑛𝑔
2 +2𝑅𝑜𝑠2 𝑞𝑜𝑢𝑡𝑞𝑠𝑖𝑑𝑒 )

where 𝐾(𝑞) is a coulomb correction factor and there are 6 fit parameters: 𝑁 is 
the overall normalization factor; 𝜆 accounts for contributions from long-lived 
decays; and the 𝑅𝑜𝑢𝑡, 𝑅𝑠𝑖𝑑𝑒, 𝑅𝑙𝑜𝑛𝑔, 𝑅𝑜𝑠 terms describe the size and orientation 
of the emitting source.

• U+U collisions at 𝑠NN = 193 𝐺𝑒𝑉
• Use 1% Zero Degree Calorimeter

(ZDC) to select events that are
almost fully overlapping

• ~7 Million events survive cuts
• Analysis is performed differentially

in the reduced flow parameter 𝑞2

𝑞2,𝑥 =
1
𝑀
 
𝑖=1

𝑀

cos 2𝜙𝑖

𝑞2,𝑦 =
1
𝑀
 
𝑖=1

𝑀

sin 2𝜙𝑖

Event Cuts Track Cuts Pair Cuts + Binning
|Vz| < 30 cm |η| < 0.5 kT (0.15 GeV, 0.6 GeV)

Vr < 2 cm pT (0.15 GeV, 0.8 GeV) φ 8 bins
Nch,TPC < 1000 |nσpion| < 2 ψEP 16 mixing bins

|nσother| > 2 Vz 12 mixing bins
Nhits > 15
DCA < 3cm

BES data points

Co
un

ts

Can we see evidence of Tip-Tip or
Body-Body enhanced collisions by
performing this analysis
differentially in 𝑞2?

10% highest q2

10
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The 6 fit parameters, reconstructed for each of 8 azimuthal bins. Data shown
here are for 80-90% q2 bin.
• Results are presented for 𝜋+ (𝜋−) shown in filled (empty) red symbols, and

their average in black symbols. 2nd order harmonic fits are shown for 𝑅𝑜𝑢𝑡2 ,
𝑅𝑠𝑖𝑑𝑒2 , and 𝑅𝑜𝑠2

• 2nd order oscillation is seen for the 3 ‘transverse radii’: 𝑅𝑜𝑢𝑡, 𝑅𝑠𝑖𝑑𝑒, and 𝑅𝑜𝑠Shown are the 2nd-order oscillation amplitudes (Fourier moments) for the four
radii studied here and the measured freeze out eccentricity, 𝜀𝑓. Data are shown
as a function of 𝑞2 from lowest (0-10%) to highest (80-90%). Error bars are
statistical only.

• Clear non-zero oscillation signal, especially for the 3 ‘transverse radii’: 𝑅𝑜𝑢𝑡,
𝑅𝑠𝑖𝑑𝑒, and 𝑅𝑜𝑠.

• No obvious trend as a function of 𝑞2: 𝜀𝑓is roughly flat, no evidence for shape
selection in 𝑞2
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CRITICAL POINT: NEUTRON DENSITY FLUCTUATION

➤ can be derived from the 
yield ratio of light nuclei 
NtNp/Nd2 ≈ g(1+Δn), 
g=0.29 [PLB 774 (2017) 103] 

➤ non-monotonic energy 
dependence with a peak 
around 20 - 27 GeV
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Triton Invariant Yield

Collision energy and centrality dependence of light nuclei(triton) 
production at STAR

Dingwei Zhang, for the STAR Collaboration
Central China Normal University

The STAR Collaboration
drupal.star.bnl.gov/STAR/presentations

Abstract
In high-energy nuclear collisions, light nuclei provide a unique tool to explore the QCD phase structure because the production of light nuclei is sensitive to the temperature and nucleon phase-space density 

of the system at freeze-out. In addition, phase transition will lead to large baryon density fluctuations, which will be reflected in the light nuclei production. It is a prediction that the yield ratio of light nuclei  

Nt ∙ Np/Nd
2, where Nt, Np and Nd are the yield of triton, proton and deuteron respectively, is sensitive to the neutron density fluctuation (∆𝑛) and can be used to search for the QCD critical point. In this poster, 

we report the first results of the collision energy and centrality dependence of triton production in Au+Au collisions at sNN= 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV, measured by the STAR experiment 

at RHIC. Those include transverse momentum, centrality and beam energy dependence of the coalescence parameter B3t . We found that the energy dependence of B3t shows a similar trend as the results of B2d

below 200 GeV. The neutron density fluctuation ∆n shows a non-monotonic energy dependence with a peak around 20 – 27 GeV. 
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Introduction and Motivation

Nevents (M) Nevents (M)

7.7 4 27 71

11.5 11 39 133

14.5 27 62.4 67

19.6 40 200 481

Summary
➢ We report the first results of triton production in Au + Au collisions at sNN= 

7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV. 
➢ The B3t shows energy dependence similar to B2d below 200 GeV.
➢ The neutron density fluctuation ∆n shows a non-monotonic energy 

dependence with a peak around 20 – 27 GeV.
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✯Mid-rapidity ( y ≤ 0.5) transverse 

momentum distribution of triton in 

Au+Au collisions.

✯Vertical lines and square brackets      

represent  statistical and systematic     

errors respectively. 

✯Dashed lines: blast-wave function fits.

Energy loss

✯TOF matching efficiency

✯Neglectable centrality and energy 

dependence within in error for energy loss 

correction. 

εTOF pT =
The number of TOF Matched Tracks

The number of TPC Tracks

Track Cuts
pT > 0.2 GeV/c
|η| < 1
NHitFits > 20
NHitDedx > 10
NHitRatio > 0.52
DCA < 1 cm
|y| < 0.5

➢ Light nuclei with small binding energy, such as triton, deuteron etc, are formed through 
final-state coalescence.

EA
d3NA
dpA

3 = BA Ep
d3Np
dpp3

Z
En

d3Nn
dpn3

A−Z
≈ BA Ep

d3Np
dpp3

A

➢ The coalescence parameter BA reflects the local nucleon density [1].
➢ In thermal model, BA ∝ Vf1−A, Vf is freeze-out volume [2].

➢ The neutron density fluctuation can be derived from the yield ratio of light 
nuclei, hence it provides a tool to search for the QCD critical point [3].

➢ Neutron density fluctuation can be expressed as [3]:
∆n = (δn)2 / n 2

In this case can be approximated as:
Nt ∙ Np/Nd

2 ≈ g(1 + ∆n), with g = 0.29. 

∆n shows a non-monotonic energy dependence with a peak around 

20 – 27 GeV. Proton [4] and deuteron [5]  measured by STAR. 

B3t energy dependence is similar to B2d below 200 GeV. 
Proton [4] and deuteron [5] measured by STAR.

Detector Corrections

TPC TOF

Data Sets, Cuts and Particle Identification

εTPC pT = p0 ∗ e
− p1

pT
p2

+p3 ∗ 𝑒
−12∗ pT−p4 2

p5

εTOF pT = p0 ∗ e
−(p1pT

)p2

f pT = p0 + p1(1 +
p2
pT2
)p3

Coalescence Parameters

B3t decreases from peripheral to 
central collisions.   

dN/dy, 𝒑𝑻 and Neutron Density Fluctuation 

dN/dy decrease with increasing energy.

dN/dy and pT increase from peripheral to central.

DCA: Distance of Closest Approach.
Centrality: 0-10%, 10-20%, 20-40%, 40-80%. 
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GLOBAL HYPERON POLARIZATION
➤ measurement of vorticity ω of the QGP (perfect liquid) 

➤ with the new 200 GeV results, the polarization is                                                                            
found to decrease at higher collision energy  

➤ might provide important information on the                                                         chiral dynamics of 
the system 

➤ axial charge separation due to the Chiral Vortical Effect [PRC 97 (2018) 041902] 

➤ difference between PH and PH provide constraints on the magnitude and the lifetime of the magnetic 
field in heavy-ion collisions [PRC 95 (2017) 054902]
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The vorticity is currently of intense interest, since it is a key ingredi-
ent in theories that predict observable effects associated with chiral 
symmetry restoration and the production of false quantum chromo-
dynamics vacuum states5. Spin–orbit coupling can generate a spin 
alignment, or polarization, along the direction of the vorticity in the 
local fluid cell, which, when averaged2,3 over the entire system, is par-
allel to Ĵsys. Thus, polarization measurements of hadrons emitted from 
the fluid can be used to determine ωω≡ .

It is difficult to measure the spin direction of most hadrons emitted 
in a heavy ion collision. However, Λ and Λ  hyperons are ‘self-analysing’. 
That is16, in the weak decay Λ → p + π−, the proton tends to be emitted 
along the spin direction of the parent Λ. If θ* is the angle between the 
daughter proton (antiproton) momentum ∗pp and the Λ (Λ ) polariza-
tion vector (H in the hyperon rest frame, then

θ
α θ= +

∗
∗(Nd

d cos
1
2 (1 cos ) (1)H H

The subscript H denotes Λ or Λ , and the decay parameter17 
α α=− = . ± .Λ Λ 0 642 0 013  . The angle θ* is indicated in Fig. 3, in which  
Λ hyperons are depicted as tops spinning about their polarization 
direction.

The polarization of the hyperon in its rest frame depends on the 
vorticity of the fluid element (in the laboratory frame3,18) and thus may 
depend on the momentum of the emitted hyperons. However, when 
averaged over all phase space, symmetry demands that (H  is parallel 
to Ĵsys. Because our limited sample sizes prohibit exploration of these 
dependencies, our analysis assumes that (H is independent of momen-
tum, and we extract only an average projection of the polarization on 
Ĵsys. This average may be written7 as

α

φ φ
≡ ⋅ =

π

−∗

((
( )

J
R

ˆ 8 cos
(2)J

H H sys
H

p ˆ

EP
(1)

sys

where φ Ĵsys
 is the azimuthal angle of the angular momentum of the 

collision, φ∗p is the azimuthal angle of the daughter proton (antiproton) 
momentum in the Λ Λ( ) rest frame, and REP

(1) is a factor that accounts 
for the finite resolution7 with which we determine φ Ĵsys

. The overbar on 
( H denotes an average over events and the angle brackets denote the 
momenta of Λ hyperons detected in the TPC. Equation (2) is strictly 
valid only in a perfect detector; angle-dependent detection efficiency 
requires a correction factor7 that shifts the results in the present ana lysis 
by about 3%.

A relativistic heavy ion collision can produce several hundred 
charged particles in our detectors. For a given energy, a head-on col-
lision produces the maximum number of emitted particles, while a 
glancing one produces only a few. To concentrate on collisions with 
sufficient overlap to produce a fluid with large angular momentum, we 
select events producing an intermediate number of tracks in the TPC. 
Of all observed collisions 20% produce more tracks than the collisions 
studied here, while 50% produce fewer; in the parlance of the field, this 
is known as a 20–50% centrality selection.

Equation (2) quantifies an average alignment between hyperon spin 
and a global feature of the collision and is hence a “global polarization”2. 
This is distinct from the well known phenomenon of Λ polarization 
at very forward angles in proton–proton collisions19. The polarization 
direction from this latter effect depends on Λ momentum and not the 
global angular momentum; it has zero magnitude at mid-rapidity.

The solid symbols in Fig. 4 show our new measurements as a func-
tion of collision energy, sNN . Systematic uncertainties are shown  
as boxes and are generally smaller than statistical ones. Λ hyperons in 
the rapidity region |yΛ| < 1.0 and transverse momentum 0.4 < pT <  
3.0 GeV/c are used in the analysis. The peak in the invariant mass dis-
tribution at mΛ is about five times the background level, and the inte-
grated Λ contribution in our selected mass window is about twice that 
of the combinatoric background. Our results have been corrected for 
the ‘diluting’ effect of this combinatoric background. At each energy, a 
positive polarization at the level of 1.1–3.6 times the statistical uncer-
tainty is observed for both Λ and Λ . Taken in aggregate, the data are 
statistically consistent with the hypothesis of energy-independent 
polarization of 1.08 ± 0.15 (stat) ± 0.11 (sys) and 1.38 ± 0.30 
(stat) ± 0.13 (sys) per cent for Λ and Λ , respectively. Some models pre-
dict that the polarization may decrease with collision energy4,20,21. 
While our data are consistent with such a trend, increased statistics 
would be required to test these predictions definitively. Also shown as 
open symbols in Fig. 4 are previously published7 measurements at  

sNN  = 62.4 GeV and 200 GeV. The null result reported7 may be seen  

p

Λ

1.1 1.15
mp,S– (GeV c–2)

S

Figure 2 | A single Au + Au collision in the STAR TPC. Charged 
particles from a collision ionize the gas in the TPC, forming tracks that 
curve in the magnetic field of the detector. The tracks are reconstructed in 
three dimensions, making them relatively easy to distinguish, but are 
projected onto a single plane in this figure. As the tracks exit the outer 
radius, they leave a signal in the time-of-flight detector. The species of 
charged particles is determined by the amount of ionization in the TPC 
and the flight time as measured by time of flight. Charged daughters from 
the weak decay Λ → p + π− are extrapolated backwards, and the parent is 
identified through topological selection. A clear peak at the Λ mass, 
obtained by summing over many events, is observed in the invariant-mass 
distribution π−mp, .
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Forward-going
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Beam–beam
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Beam–beam
counter

Quark–gluon
plasma

pp
*
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Λ
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Figure 3 | A sketch of a Au + Au collision in the STAR detector system. 
The vorticity of fluid created at mid-rapidity is suggested. The average 
vorticity points along the direction of the angular momentum of the 
collision Ĵsys. This direction is estimated experimentally by measuring the 
sidewards deflection of the forward- and backward-going fragments and 
particles in the beam–beam counter detectors. Λ hyperons are depicted as 
spinning tops; see text for details. Obviously, elements in this depiction are 
not drawn to scale: the fluid and beam fragments have sizes of a few 
femtometers, whereas the radius of each beam–beam counter is about 1 m.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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Λ POLARIZATION IN HEAVY ION COLLISIONS

➤ measurement of vorticity ω of the QGP (perfect liquid) 
➤ [STAR, arXiv:1701.06657] 

➤                             , results not feed-down corrected
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Observable #5: Λ Polarization
• Global hyperon polarization has been measured 

• Exciting possibility to constrain final magnetic field and 
vorticity 
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Observable #5: Λ Polarization
• Global hyperon polarization has been measured 

• Exciting possibility to constrain final magnetic field and 
vorticity 
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Figure 4: The average polarization PH (where H=L or L) from 20-50% central Au+Au collisions

is plotted as a function of collision energy. The results of the present study (
p

sNN < 40 GeV)

are shown together with those reported earlier6 for 62.4 and 200 GeV collisions, for which only

statistical errors are plotted. Boxes indicate systematic uncertainties.

(⇠ 3.5%).

The fluid vorticity may be estimated from the data using the hydrodynamic relation22

w = k

B

T

�
P L0 +P L0

�
/~, (3)

where T is the temperature of the fluid at the moment when particles are emitted from it. The

subscripts (L0 and L0) in equation 3 indicate that these polarizations are for “primary” hyperons

emitted directly from the fluid. However, most of the L and L hyperons at these collision ener-
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The vorticity is currently of intense interest, since it is a key ingredi-
ent in theories that predict observable effects associated with chiral 
symmetry restoration and the production of false quantum chromo-
dynamics vacuum states5. Spin–orbit coupling can generate a spin 
alignment, or polarization, along the direction of the vorticity in the 
local fluid cell, which, when averaged2,3 over the entire system, is par-
allel to Ĵsys. Thus, polarization measurements of hadrons emitted from 
the fluid can be used to determine ωω≡ .

It is difficult to measure the spin direction of most hadrons emitted 
in a heavy ion collision. However, Λ and Λ  hyperons are ‘self-analysing’. 
That is16, in the weak decay Λ → p + π−, the proton tends to be emitted 
along the spin direction of the parent Λ. If θ* is the angle between the 
daughter proton (antiproton) momentum ∗pp and the Λ (Λ ) polariza-
tion vector (H in the hyperon rest frame, then

θ
α θ= +

∗
∗(Nd

d cos
1
2 (1 cos ) (1)H H

The subscript H denotes Λ or Λ , and the decay parameter17 
α α=− = . ± .Λ Λ 0 642 0 013  . The angle θ* is indicated in Fig. 3, in which  
Λ hyperons are depicted as tops spinning about their polarization 
direction.

The polarization of the hyperon in its rest frame depends on the 
vorticity of the fluid element (in the laboratory frame3,18) and thus may 
depend on the momentum of the emitted hyperons. However, when 
averaged over all phase space, symmetry demands that (H  is parallel 
to Ĵsys. Because our limited sample sizes prohibit exploration of these 
dependencies, our analysis assumes that (H is independent of momen-
tum, and we extract only an average projection of the polarization on 
Ĵsys. This average may be written7 as
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where φ Ĵsys
 is the azimuthal angle of the angular momentum of the 

collision, φ∗p is the azimuthal angle of the daughter proton (antiproton) 
momentum in the Λ Λ( ) rest frame, and REP

(1) is a factor that accounts 
for the finite resolution7 with which we determine φ Ĵsys

. The overbar on 
( H denotes an average over events and the angle brackets denote the 
momenta of Λ hyperons detected in the TPC. Equation (2) is strictly 
valid only in a perfect detector; angle-dependent detection efficiency 
requires a correction factor7 that shifts the results in the present ana lysis 
by about 3%.

A relativistic heavy ion collision can produce several hundred 
charged particles in our detectors. For a given energy, a head-on col-
lision produces the maximum number of emitted particles, while a 
glancing one produces only a few. To concentrate on collisions with 
sufficient overlap to produce a fluid with large angular momentum, we 
select events producing an intermediate number of tracks in the TPC. 
Of all observed collisions 20% produce more tracks than the collisions 
studied here, while 50% produce fewer; in the parlance of the field, this 
is known as a 20–50% centrality selection.

Equation (2) quantifies an average alignment between hyperon spin 
and a global feature of the collision and is hence a “global polarization”2. 
This is distinct from the well known phenomenon of Λ polarization 
at very forward angles in proton–proton collisions19. The polarization 
direction from this latter effect depends on Λ momentum and not the 
global angular momentum; it has zero magnitude at mid-rapidity.

The solid symbols in Fig. 4 show our new measurements as a func-
tion of collision energy, sNN . Systematic uncertainties are shown  
as boxes and are generally smaller than statistical ones. Λ hyperons in 
the rapidity region |yΛ| < 1.0 and transverse momentum 0.4 < pT <  
3.0 GeV/c are used in the analysis. The peak in the invariant mass dis-
tribution at mΛ is about five times the background level, and the inte-
grated Λ contribution in our selected mass window is about twice that 
of the combinatoric background. Our results have been corrected for 
the ‘diluting’ effect of this combinatoric background. At each energy, a 
positive polarization at the level of 1.1–3.6 times the statistical uncer-
tainty is observed for both Λ and Λ . Taken in aggregate, the data are 
statistically consistent with the hypothesis of energy-independent 
polarization of 1.08 ± 0.15 (stat) ± 0.11 (sys) and 1.38 ± 0.30 
(stat) ± 0.13 (sys) per cent for Λ and Λ , respectively. Some models pre-
dict that the polarization may decrease with collision energy4,20,21. 
While our data are consistent with such a trend, increased statistics 
would be required to test these predictions definitively. Also shown as 
open symbols in Fig. 4 are previously published7 measurements at  

sNN  = 62.4 GeV and 200 GeV. The null result reported7 may be seen  
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Figure 2 | A single Au + Au collision in the STAR TPC. Charged 
particles from a collision ionize the gas in the TPC, forming tracks that 
curve in the magnetic field of the detector. The tracks are reconstructed in 
three dimensions, making them relatively easy to distinguish, but are 
projected onto a single plane in this figure. As the tracks exit the outer 
radius, they leave a signal in the time-of-flight detector. The species of 
charged particles is determined by the amount of ionization in the TPC 
and the flight time as measured by time of flight. Charged daughters from 
the weak decay Λ → p + π− are extrapolated backwards, and the parent is 
identified through topological selection. A clear peak at the Λ mass, 
obtained by summing over many events, is observed in the invariant-mass 
distribution π−mp, .
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Figure 3 | A sketch of a Au + Au collision in the STAR detector system. 
The vorticity of fluid created at mid-rapidity is suggested. The average 
vorticity points along the direction of the angular momentum of the 
collision Ĵsys. This direction is estimated experimentally by measuring the 
sidewards deflection of the forward- and backward-going fragments and 
particles in the beam–beam counter detectors. Λ hyperons are depicted as 
spinning tops; see text for details. Obviously, elements in this depiction are 
not drawn to scale: the fluid and beam fragments have sizes of a few 
femtometers, whereas the radius of each beam–beam counter is about 1 m.
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FIG. 4. Global polarization of Λ and Λ̄ as a function of
the collision energy

√
s
NN

for 20-50% centrality Au+Au col-
lisions. Thin lines show calculations from a 3+1D cascade
+ viscous hydrodynamic model (UrQMD+vHLLE) [15] and
bold lines show the AMPTmodel calculations [16]. In the case
of each model, primary Λ with and without the feed-down
effect are indicated by dashed and solid lines, respectively.
Open boxes and vertical lines show systematic and statistical
uncertainties, respectively. Note that the data points at 200
GeV and for Λ̄ are slightly horizontally shifted for visibility.

most of the models calculate the spin polarization from
the local vorticity at the freeze-out hypersurface. How-
ever it is not clear when and how the vorticity and polar-
ization are coupled during the system evolution and how
much the hadronic rescattering at the later stage affects
the spin polarization.
We also performed differential measurements of the po-

larization, versus the collision centrality, the hyperon’s
transverse momentum, and the hyperon’s pseudorapid-
ity. The vorticity of the system is expected to be smaller
in more central collisions because of smaller initial source
tilt [8, 33], and/or because the number of spectator nucle-
ons becomes smaller. Therefore, the initial longitudinal
flow velocity, which would be a source of the initial an-
gular momentum of the system, becomes less dependent
on the transverse direction [12]. Figure 5 presents the
centrality dependence of the polarization. The polariza-
tion of Λ and Λ̄ is found to be larger in more peripheral
collisions, as expected from an increase in the thermal
vorticity [43]. With the given large uncertainties, it is
not clear if the polarization saturates or even starts to

drop off in the most peripheral collisions.
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] 
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FIG. 5. Λ (Λ̄) polarization as a function of the collision cen-
trality in Au+Au collisions at

√
s
NN

= 200 GeV. Open boxes
and vertical lines show systematic and statistical uncertain-
ties. The data points for Λ̄ are slightly shifted for visibility.

Figure 6 shows the polarization as a function of pT
for the 20%–60% centrality bin. The polarization de-
pendence on pT is weak or absent, considering the large
uncertainties, which is consistent with the expectation
that the polarization is generated by a rotation of the
system and therefore does not have a strong pT depen-
dence. One might expect a decrease of the polarization at
lower pT due to the smearing effect caused by scattering
at the later stage of the collisions, and/or a decrease of
polarization at higher pT because of a larger contribution
from jet fragmentation, but it is difficult to discuss such
effects given the current experimental uncertainties. Cal-
culations for primary Λ from a hydrodynamic model with
two different initial conditions (ICs) [44] are compared to
the data. The pT dependence of the polarization slightly
depends on the initial conditions, i.e. Glauber IC with
the initial tilt of the source [8, 9] and the initial state
from the UrQMD model [45]. The UrQMD IC includes a
pre-equilibrium phase which leads to the initial flow, but
the Glauber IC does not include it, and the initial energy
density profile is different between the two ICs, both of
which would affect the initial angular momentum. The
data are closer to the UrQMD IC, but on average are
slightly higher than the calculations.
Figure 7 presents the pseudorapidity dependence of the

polarization for Λ and Λ̄. It is consistent with being con-
stant within uncertainties. The vorticity is expected to
decrease at large rapidities, but might also have a lo-
cal minimum at η = 0 due to complex shear flow struc-
ture [15, 43, 46]. Due to baryon transparency at higher

STAR, PRC 98 (2018) 14910

EPJ C 77 (2017) 213

PRC 96 (2017) 054908
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SUMMARY OF BES-I
➤ BES-I results hint at critical behavior 
➤ most measurement were limited by statistics 

and with large systematic uncertainties 
➤ RHIC BES-II with more statistics and 

detector upgrades
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FIG. 10: Energy dependence of cumulant ratios(Sσ, κσ2) of net-proton, net-charge and net-kaon multipliity distributions for
Au+Au collision at

√
sNN =7.7 to 200 GeV. The solid markers represent the results from STAR measurement, the open markers

represent results from UrQMD calculation. The dashed lines denote the Poisson expectations for the STAR data.

lision energies. The monotonic decrease when decreasing
energies and strong suppression below unity at low ener-
gies are consistent with the effects of the baryon number
conservations.

VI. SUMMARY

Experimentally, fluctuations of conserved quantities
have been applied to probe the signature of the QCD
phase transition and critical point in heavy-ion colli-
sions. To understand the non-critical contributions to
the observables, we have performed detailed model cal-
culations. In this paper, we present the centrality and
energy dependence of the cumulants (C1 ∼ C4) and
their ratios (C3/C2 = Sσ, C4/C2 = κσ2) of net-proton,
net-charge and net-kaon multiplicity distributions with
UrQMD model for Au+Au collision at

√
sNN=7.7, 11.5,

19.6, 27, 39, 62.4 and 200 GeV. The production mecha-
nisms of the proton and kaon have a significant impact on
the fluctuations of net-particles. For e.g, the interplay of
the baryon stopping, pair production of proton and anti-
proton, and the associate, pair production of the K+ and
K− at different energies. At low energies, the baryon
stopping of protons and associate production of kaons

play an important roles. Those will lead to big differences
between the cumulants of particles and anti-particles dis-
tributions, such as proton, anti-protons andK+, K−. Fi-
nally, the comparisons for the cumulant ratios (Sσ, κσ2)
of net-proton, net-charge and net-kaon multiplicity distri-
butions have been made between the STAR data and the
UrQMD calculations. Within the statistical uncertain-
ties, the net-charge and net-kaon fluctuations measured
by STAR experiment can be described by the UrQMD
results. For the net-proton fluctuations, the STAR mea-
sured κσ2 at 0-5% most central Au+Au collisions show
a clear non-monotonic energy dependence with a mini-
mum around 20 GeV. This non-monotonic behavior can
not be described by the UrQMD model, in which there
has no critical physics implemented. The large suppres-
sion of the net-proton fluctuations at low energies could
be explained by the effects of baryon number conserva-
tions. Although the physics of the QCD critical point is
not implemented in the UrQMD simulation, the results
from UrQMD calculations can provide us non-CP physics
baselines and a qualitative estimation for the background
contributions to the QCD critical point search in heavy-
ion collisions by using the fluctuations of the net-proton,
net-kaon and net-charge numbers.
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VI. SUMMARY

Experimentally, fluctuations of conserved quantities
have been applied to probe the signature of the QCD
phase transition and critical point in heavy-ion colli-
sions. To understand the non-critical contributions to
the observables, we have performed detailed model cal-
culations. In this paper, we present the centrality and
energy dependence of the cumulants (C1 ∼ C4) and
their ratios (C3/C2 = Sσ, C4/C2 = κσ2) of net-proton,
net-charge and net-kaon multiplicity distributions with
UrQMD model for Au+Au collision at
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19.6, 27, 39, 62.4 and 200 GeV. The production mecha-
nisms of the proton and kaon have a significant impact on
the fluctuations of net-particles. For e.g, the interplay of
the baryon stopping, pair production of proton and anti-
proton, and the associate, pair production of the K+ and
K− at different energies. At low energies, the baryon
stopping of protons and associate production of kaons

play an important roles. Those will lead to big differences
between the cumulants of particles and anti-particles dis-
tributions, such as proton, anti-protons andK+, K−. Fi-
nally, the comparisons for the cumulant ratios (Sσ, κσ2)
of net-proton, net-charge and net-kaon multiplicity distri-
butions have been made between the STAR data and the
UrQMD calculations. Within the statistical uncertain-
ties, the net-charge and net-kaon fluctuations measured
by STAR experiment can be described by the UrQMD
results. For the net-proton fluctuations, the STAR mea-
sured κσ2 at 0-5% most central Au+Au collisions show
a clear non-monotonic energy dependence with a mini-
mum around 20 GeV. This non-monotonic behavior can
not be described by the UrQMD model, in which there
has no critical physics implemented. The large suppres-
sion of the net-proton fluctuations at low energies could
be explained by the effects of baryon number conserva-
tions. Although the physics of the QCD critical point is
not implemented in the UrQMD simulation, the results
from UrQMD calculations can provide us non-CP physics
baselines and a qualitative estimation for the background
contributions to the QCD critical point search in heavy-
ion collisions by using the fluctuations of the net-proton,
net-kaon and net-charge numbers.

STAR, PRC 94, 024901 

8

0.6

0.8

1

(0.4,0.8),STAR  ∈
T

p
(0.4,2),STAR     ∈

T
p

(0.4,0.8),UrQMD∈
T

p
(0.4,2),UrQMD  ∈

T
p

Net-proton(a)

y<|0.5|

0

1

2
Net-kaon

<1.6(GeV/c), |y|<0.5
T

0.2<p

(b)

5 67 10 20 30 100 200

0

10

|<0.5η< 2(GeV/c), |
T

0.2<p

Net-charge STAR
UrQMD
Poisson

(c)

 (GeV)NNS

/S
ke

lla
m

σS

0

2

4 Net-proton (0.4,0.8),STAR  ∈
T

p
(0.4,2),STAR     ∈

T
p

(0.4,0.8),UrQMD∈
T

p
(0.4,2),UrQMD  ∈

T
p

|y|<0.5
(a)

2−

0

2
Net-kaon

<1.6(GeV/c), |y|<0.5
T

0.2<p

(b)

5 67 10 20 30 100 200

20−

10−

0

10

|<0.5η< 2(GeV/c), |
T

0.2<p

Net-charge

STAR
UrQMD
Poisson

(c)

 (GeV)NNS

2
σ
κ

FIG. 10: Energy dependence of cumulant ratios(Sσ, κσ2) of net-proton, net-charge and net-kaon multipliity distributions for
Au+Au collision at

√
sNN =7.7 to 200 GeV. The solid markers represent the results from STAR measurement, the open markers

represent results from UrQMD calculation. The dashed lines denote the Poisson expectations for the STAR data.

lision energies. The monotonic decrease when decreasing
energies and strong suppression below unity at low ener-
gies are consistent with the effects of the baryon number
conservations.

VI. SUMMARY

Experimentally, fluctuations of conserved quantities
have been applied to probe the signature of the QCD
phase transition and critical point in heavy-ion colli-
sions. To understand the non-critical contributions to
the observables, we have performed detailed model cal-
culations. In this paper, we present the centrality and
energy dependence of the cumulants (C1 ∼ C4) and
their ratios (C3/C2 = Sσ, C4/C2 = κσ2) of net-proton,
net-charge and net-kaon multiplicity distributions with
UrQMD model for Au+Au collision at

√
sNN=7.7, 11.5,

19.6, 27, 39, 62.4 and 200 GeV. The production mecha-
nisms of the proton and kaon have a significant impact on
the fluctuations of net-particles. For e.g, the interplay of
the baryon stopping, pair production of proton and anti-
proton, and the associate, pair production of the K+ and
K− at different energies. At low energies, the baryon
stopping of protons and associate production of kaons

play an important roles. Those will lead to big differences
between the cumulants of particles and anti-particles dis-
tributions, such as proton, anti-protons andK+, K−. Fi-
nally, the comparisons for the cumulant ratios (Sσ, κσ2)
of net-proton, net-charge and net-kaon multiplicity distri-
butions have been made between the STAR data and the
UrQMD calculations. Within the statistical uncertain-
ties, the net-charge and net-kaon fluctuations measured
by STAR experiment can be described by the UrQMD
results. For the net-proton fluctuations, the STAR mea-
sured κσ2 at 0-5% most central Au+Au collisions show
a clear non-monotonic energy dependence with a mini-
mum around 20 GeV. This non-monotonic behavior can
not be described by the UrQMD model, in which there
has no critical physics implemented. The large suppres-
sion of the net-proton fluctuations at low energies could
be explained by the effects of baryon number conserva-
tions. Although the physics of the QCD critical point is
not implemented in the UrQMD simulation, the results
from UrQMD calculations can provide us non-CP physics
baselines and a qualitative estimation for the background
contributions to the QCD critical point search in heavy-
ion collisions by using the fluctuations of the net-proton,
net-kaon and net-charge numbers.

8

0.6

0.8

1

(0.4,0.8),STAR  ∈
T

p
(0.4,2),STAR     ∈

T
p

(0.4,0.8),UrQMD∈
T

p
(0.4,2),UrQMD  ∈

T
p

Net-proton(a)

y<|0.5|

0

1

2
Net-kaon

<1.6(GeV/c), |y|<0.5
T

0.2<p

(b)

5 67 10 20 30 100 200

0

10

|<0.5η< 2(GeV/c), |
T

0.2<p

Net-charge STAR
UrQMD
Poisson

(c)

 (GeV)NNS

/S
ke

lla
m

σS

0

2

4 Net-proton (0.4,0.8),STAR  ∈
T

p
(0.4,2),STAR     ∈

T
p

(0.4,0.8),UrQMD∈
T

p
(0.4,2),UrQMD  ∈

T
p

|y|<0.5
(a)

2−

0

2
Net-kaon

<1.6(GeV/c), |y|<0.5
T

0.2<p

(b)

5 67 10 20 30 100 200

20−

10−

0

10

|<0.5η< 2(GeV/c), |
T

0.2<p

Net-charge

STAR
UrQMD
Poisson

(c)

 (GeV)NNS

2
σ
κ

FIG. 10: Energy dependence of cumulant ratios(Sσ, κσ2) of net-proton, net-charge and net-kaon multipliity distributions for
Au+Au collision at

√
sNN =7.7 to 200 GeV. The solid markers represent the results from STAR measurement, the open markers

represent results from UrQMD calculation. The dashed lines denote the Poisson expectations for the STAR data.

lision energies. The monotonic decrease when decreasing
energies and strong suppression below unity at low ener-
gies are consistent with the effects of the baryon number
conservations.

VI. SUMMARY

Experimentally, fluctuations of conserved quantities
have been applied to probe the signature of the QCD
phase transition and critical point in heavy-ion colli-
sions. To understand the non-critical contributions to
the observables, we have performed detailed model cal-
culations. In this paper, we present the centrality and
energy dependence of the cumulants (C1 ∼ C4) and
their ratios (C3/C2 = Sσ, C4/C2 = κσ2) of net-proton,
net-charge and net-kaon multiplicity distributions with
UrQMD model for Au+Au collision at

√
sNN=7.7, 11.5,

19.6, 27, 39, 62.4 and 200 GeV. The production mecha-
nisms of the proton and kaon have a significant impact on
the fluctuations of net-particles. For e.g, the interplay of
the baryon stopping, pair production of proton and anti-
proton, and the associate, pair production of the K+ and
K− at different energies. At low energies, the baryon
stopping of protons and associate production of kaons

play an important roles. Those will lead to big differences
between the cumulants of particles and anti-particles dis-
tributions, such as proton, anti-protons andK+, K−. Fi-
nally, the comparisons for the cumulant ratios (Sσ, κσ2)
of net-proton, net-charge and net-kaon multiplicity distri-
butions have been made between the STAR data and the
UrQMD calculations. Within the statistical uncertain-
ties, the net-charge and net-kaon fluctuations measured
by STAR experiment can be described by the UrQMD
results. For the net-proton fluctuations, the STAR mea-
sured κσ2 at 0-5% most central Au+Au collisions show
a clear non-monotonic energy dependence with a mini-
mum around 20 GeV. This non-monotonic behavior can
not be described by the UrQMD model, in which there
has no critical physics implemented. The large suppres-
sion of the net-proton fluctuations at low energies could
be explained by the effects of baryon number conserva-
tions. Although the physics of the QCD critical point is
not implemented in the UrQMD simulation, the results
from UrQMD calculations can provide us non-CP physics
baselines and a qualitative estimation for the background
contributions to the QCD critical point search in heavy-
ion collisions by using the fluctuations of the net-proton,
net-kaon and net-charge numbers.

5

10 100

0.04−

0.02−

0

0.02
(a)

 p p 
Λ Λ 
φ 

10 - 40% Au+Au

7 8910 20 30 40 100 200

0.02−

0.01−

0
(b)

+ K − K
s
0 K +π 
−π 

10 100
0.02−

0

0.02
(c)

 net p
Λ net 

 net K

=0y |y
 / 

d
1vd

 (GeV)NNs

FIG. 2. (Color online) Directed flow slope (dv1/dy) versus
beam energy for intermediate-centrality (10-40%) Au+Au col-
lisions. Panel (a) presents heavy species: Λ, Λ, protons, an-
tiprotons and φ, while panel (b) presents K±, K0

s and π±.
Note that dv1/dy for Λ at

√
sNN = 7.7 GeV is −0.128±0.022

(stat) ±0.026 (sys), which is far below the bottom of the
plotted scale. The φ-meson result at

√
sNN = 62.4 GeV has

a large uncertainty and is not plotted. Panel (c) presents net
protons, net Λs, and net kaons. The bars are statistical er-
rors, while the caps are systematic uncertainties. Data points
are staggered horizontally to improve visibility.

azimuthal anisotropy, and in the limit of small azimuthal
anisotropy coefficients vn, coalescence leads to the vn of
the resulting mesons or baryons being the summed vn of
their constituent quarks [23, 35]. We call this assumption
the coalescence sum rule. NCQ scaling in turn follows
from the coalescence sum rule [23]. Note that no weights
are involved in coalescence sum rule v1 calculations, un-
like the case of v1 for net particles.
Antiprotons and Λs are seen to have similar v1(y), and

it is noteworthy that these species are composed of three
constituent quarks all produced in the collision, as op-
posed to being composed of u or d quarks which could
be either transported from the initial nuclei or produced.
To test the coalescence sum rule in a straightforward case
where all quarks are known to be produced, Fig. 3(a)
compares the observed dv1/dy for Λ(uds) with the calcu-
lation for K−(us) + 1

3
p (uud). This calculation is based
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FIG. 3. (Color online) Directed flow slope (dv1/dy) versus√
sNN for intermediate centralities (10-40%). Panel (a) com-

pares the observed Λ slope with the prediction of the coa-
lescence sum rule for produced quarks. The inset shows the
same comparison where the vertical scale is zoomed-out; this
allows the observed flow for the lowest energy (

√
sNN = 7.7

GeV) to be seen. Panel (b) presents two further sum-rule
tests, based on comparisons with net-Λ measurements. The
solid and dotted lines are smooth curves to guide the eye.

on the coalescence sum rule combined with the assump-
tion that s and s quarks have the same flow, and that u
and d have the same flow. The factor 1

3
arises from as-

suming that all u and d quarks contribute the same flow.
Close agreement is observed at

√
sNN = 11.5 to 200 GeV.

The inset in Fig. 3(a) presents the same comparison, but
with a much coarser vertical scale. The observed sharp
breakdown of agreement at

√
sNN = 7.7 GeV implies

that one or more of the above-mentioned assumptions no
longer hold below 11.5 GeV. A similar decrease in the
produced-quark v2 has been observed in the same energy
region [34, 36].

Next, we turn our attention to the less straightforward
case of coalescence involving u and d quarks. We ex-
pect v1 to be quite different for transported and produced
quarks, which are difficult to distinguish in general. How-
ever, in the limit of low

√
sNN , most u and d quarks are

presumably transported, while in the limit of high
√
sNN ,

most u and d are produced. In Fig. 3(b), we test two coa-
lescence sum rule scenarios which are expected to bracket
the observed dv1/dy for a baryon containing transported
quarks. The fraction of transported quarks among the
constituent quarks of net particles is larger than in par-
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FIG. 1. Charged hadron R
CP

for RHIC BES energies. The
uncertainty bands at unity on the right side of the plot corre-
spond to the p

T

independent uncertainty in N
coll

scaling with
the color in the band corresponding to the color of the data
points for that energy. The vertical uncertainty bars corre-
spond to statistical uncertainties and the boxes to systematic
uncertainties.

fect these measurements would require reference data for
the BES, p+p and p(d)+Au.

Several physical e↵ects could enhance hadron produc-
tion in specific kinematic ranges, concealing the turn-o↵
of the suppression due to jet-quenching. One such e↵ect
is the Cronin e↵ect; a CNM e↵ect first observed in asym-
metric collisions between heavy and light nuclei, where
an enhancement of high-p

T

particles was measured rather
than suppression [31–33]. It has been demonstrated that
the enhancement from the Cronin e↵ect grows larger as
the impact parameter is reduced [34, 35]. Other pro-
cesses in heavy-ion collisions such as radial flow and par-
ticle coalescence may also cause enhancement [36]. This
is due to the e↵ect of increasing particle momenta in
a steeply falling spectra. A larger shift of more abun-
dant low-p

T

particles to higher momenta in more central
events — such as from radial flow, pt-broadening, or co-
alescence — would lead to an enhancement of the R

CP

.
These enhancement e↵ects would be expected to com-
pete with jet-quenching, which shifts high-p

T

particles
toward lower momenta. This means that measuring a
nuclear modification factor to be greater than unity does
not automatically lead us to conclude that a QGP is not
formed. Disentangling these competing e↵ects may be
accomplished with complementary measurements, such
as event plane dependent nuclear modification factors
[37], or through other methods like the one developed
in this letter.

In this letter we report measurements sensitive to par-
tonic energy-loss, performed by the STAR experiment at
several energies below

p
sNN = 200GeV. The data for this

analysis were collected in the 2010, 2011, and 2014 RHIC

runs by the STAR detector [38]. STAR is a large accep-
tance detector whose tracking and particle identification
for this analysis were provided by its Time Projection
Chamber (TPC) [39] and Time-of-Flight (TOF) [40] de-
tectors. These detectors lie within a 0.5T magnetic field
that is used to bend the paths of the charged particles
traversing it for momentum determination. Minimum
bias triggered events were selected by requiring coinci-
dent signals at forward and backward rapidities in the
Vertex Position Detectors (VPD) [41] with a signal at
mid-rapidity in the TOF. The VPDs also provide the
start time for the TOF system, with the TOF’s total
timing resolution below 100 ps [40]. Centrality was de-
termined by the charged multiplicity at mid-rapidity in
the TPC. The only correction to the charged multiplicity
comes from the dependence of the tracking e�ciency on
the collision’s vertex position in the TPC. Events were
selected if their position in the beam direction was within
30 cm of the TPC’s center and if their transverse vertex
position was within 1 cm of the mean transverse posi-
tion for all events. Tracks were accepted if their distance
of closest approach to the reconstructed vertex position
was less than 1 cm, they had greater than 15 points mea-
sured in the TPC out of a maximum of 45, and the num-
ber of points used in track reconstruction divided by the
number of possible points was greater than 0.52 in or-
der to prevent split tracks. The p

T

and species depen-
dent tracking e�ciencies in the TPC were determined
by propagating Monte Carlo tracks through a simulation
of STAR and embedding them into real events for each
energy and centrality [39]. The charged hadron track-
ing e�ciency was then taken as the weighted average of
the fits to the single species e�ciencies with the weights
provided by fits to the corrected spectra of each species.
This method allowed for extrapolation of charged hadron
e�ciencies to higher p

T

than the single species spectra
could be identified. The e�ciencies were constant as a
function of p

T

in the extrapolated region, which limited
the impact from the extrapolation on the systematic un-
certainties. Daughters from weak decay feed-down were
removed from all spectra. The corrections for absorption
and feed-down were determined by passing events gen-
erated in UrQMD [42] through a STAR detector simula-
tion. Charged tracks in |⌘| < 0.5 and identified particles
with |y| < 0.25 were accepted for this analysis. Particle
identification was performed using both energy loss in
the TPC (dE/dx) and time-of-flight information (1/�).

The overall scaling systematic uncertainty for the R
CP

measurements is dominated by the determination of N
coll

and the total cross section, which is driven by trigger in-
e�ciency and vertex reconstruction e�ciency in periph-
eral events. Point-to-point systematic uncertainties arise
from the determination of the single particle e�ciency
(5% for the p

T

range studied here), momentum resolu-
tion (2%), and feed-down (p

T

and centrality dependent
with a range of 4-7%). These systematic uncertainties
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Connection to fireball lifetime 

9/23/16� Hard Probes 2016, Wuhan China, B. Huang ��

!  Integrated excess yield normalized by dNch/dy, is proportional to lifetime of fireball 
from 17.3 – 200 GeV.  

Given that total baryon density is nearly constant and emission rate is dominant in the near�Tc region. 
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Low mass di-lepton excess
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BES Phase II – Physics Cases for iTPC 

Beam Energy Scan – Phase I Results:  

• Seen the turn-off of QGP signatures.  

• Seen  suggestions of the first order phase transition.  

• Not seen conclusive evidence of a critical point.  

 

The most promising region for refining the search is in 
the lower energiesÎ 19.6, 15, 11.5, 7.7, and lower.  
 

The iTPC Upgrades strengthen the BES II physics program, 

and enables new key measurements: 

• Rapidity dependence of proton kurtosis 

• Dilepton program (sys. errors and intermediate mass region) 

• Enables the internal fixed target program to cover  7.7 to 3.0 GeV 

Low mass excess∝ fireball lifetime  
for large range of beam energies and 
centralities

Need to add more low 
energy data

Results suggest excess from total baryon driven hot dense medium effects 
and the medium’s lifetime

2.4 Dilepton Measurements and Search for Chiral Symmetry Restora-
tion

Dileptons are a crucial probe of the strongly interacting matter created in ultra-relativistic
heavy-ion collisions. Leptons traverse the medium with minimal interactions, but they are
produced during the whole evolution of the created matter. Different kinematic ranges of
dilepton pairs (mass and transverse momentum ranges) can be used to selectively probe the
properties of the formed matter throughout its entire evolution.

The observed dilepton yields have contributions from many sources integrated over the
entire evolution of the collision. In-medium properties of vector mesons (i.e. the mass
and width of the ⇢(770), !(782), and �(1020) mesons) can be studied via their decays to
dileptons in the low invariant mass ranges of lepton pairs (Mll < 1.1 GeV/c2). These in-
medium properties may exhibit modifications related to possible chiral symmetry restoration.
Observations at SPS and RHIC indicate enhancements of the dilepton yields at low pT and
in the low invariant mass range between the ⇡ and ⇢ mass. These enhancements cannot be
described with model calculations that involve only the vacuum ⇢ spectral function.

Figure 33: Total baryon density, represented by (p +
p)/(⇡+ + ⇡

�), vs. collision energy.

Dynamic models [66] show that the broadening of the width of the ⇢ can be attributed to
interactions with the surrounding nuclear medium, i.e. to the coupling of ⇢ to the baryons
and their resonances. These interactions affect the properties of the ⇢ even in the cold
nuclear matter. In hot nuclear matter, where temperature and/or baryon density is high,
these interaction are expected to cause the width to further broaden to the extent that it
becomes indistinguishable from the radiation continuum. This continuum coincides with the
dilepton thermal radiation from QGP at the phase transition temperature. Measuring the
temperature dependence of the dilepton yields at low mass would thus be a key observable.

To help further disentangle the various factors that play a role in measuring the dielectron
production in the low mass range, we show in Fig. 33 the charged baryon density vs. the
collision energy. Here, the total baryon density at freeze-out is approximated by the measured
ratio of the sum of proton and antiproton yields over the sum of charged pion yields. The plot
shows that above approximately p

sNN =20 GeV the total baryon density remains almost
independent of the beam energy. Consequently, the medium effect on the ⇢ meson and
its dielectron spectrum are independent of beam energy when the dielectrons are emitted

30

Above 20 GeV 
Total baryon density ~ constant
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FIG. 19. (Color online) The NCQ-scaled elliptic flow, v2/nq versus (mT − m0)/nq , for 0%–80% central Au + Au collisions for selected
particles (a) and corresponding antiparticles (b). Only statistical error bars are shown. The dashed lines show the results of simultaneous fits
with Eq. (17) to all particles except the pions.

the breakdown of NCQ scaling would be a necessary signature
for a QCD phase transition from partonic to hadronic matter.

Because particles and antiparticles have the same number of
quarks, the NCQ scaling transformation of v2 does not change
their relative separation. This means that the difference in
v2(pT ) for particles and corresponding antiparticles observed
in Sec. VI A constitutes a violation of this NCQ scaling.
Possible physics causes for this difference are discussed below.
In the following, NCQ scaling is shown separately for a selec-
tion of particles and antiparticles. Because a better agreement
between the different particles [even at low (mT − m0)/nq

values] is achieved with the (v2/nq)[(mT − m0)/nq] scaling
compared to the (v2/nq)(pT /nq) scaling, Fig. 19 presents the

scaled distributions versus (mT − m0)/nq . The corresponding
scaled plots for v2(pT ) are shown in Fig. 24 in the Appendix.

The NCQ scaling should only hold in the transverse
momentum range of 1.5 < pT < 5 GeV/c [44,48]. For the
corresponding scaled transverse mass and transverse momen-
tum range, a fair agreement for most of the particles and
energies is observed. Only the φ mesons deviate from the
trend at 7.7 and 11.5 GeV, with the maximum measured
(mT − m0)/nq value just reaching the lower edge of the
expected NCQ scaling range. The values deviate from those for
the other particles and antiparticles at the highest (mT − m0)
values at

√
sNN = 7.7 and 11.5 GeV by 1.8σ and 2.3σ ,

respectively. For the calculation statistical and systematic

014902-17

default setting [32]. The non-QGP model predicts a smaller
v23f2g value than the data, suggesting that a QGP phase
may exist in more central collisions at energies as low
as 7.7 GeV.
Systematic errors on the integrated v23f2g are studied by

analyzing data from different years or from different
periods of the run, by selecting events that collided at
different z-vertex positions, by varying the efficiency
correction within uncertainties, and by varying the selec-
tion criteria on tracks. A systematic uncertainty is also
assigned based on the fitting and subtraction of the short-
range correlations (we assume a 10% uncertainty on the
subtraction) and on residual acceptance corrections
(10% of hcos 3ϕi2 þ hsin 3ϕi2). These errors are all added
in quadrature for the final error estimate.
In Fig. 3, we replot the data from Fig. 2 for several

centralities as a function of
ffiffiffiffiffiffiffiffi
sNN

p
. Data from 2.76 TeV

Pbþ Pb collisions are also included [28]. At 200 GeV, the
50%–60% central data are similar to the 30%–40% data. As
the collision energy decreases, however, values in the
peripheral 50%–60% centrality data group drop well below
the 30%–40% central data and become consistent with zero
for 7.7 and 11.5 GeV collisions. This shows again that
peripheral collisions at lower energies seem to fail to
convert geometry fluctuations into a ridgelike correlation.
This idea is consistent with the absence of a low viscosity
QGP phase in low energy peripheral collisions [31]. For
more central collisions, however, v23f2g is finite even at the
lowest energies and changes very little from 7.7 to
19.6 GeV. Above that, it begins to increase more quickly
and roughly linearly with logð ffiffiffiffiffiffiffiffi

sNN
p Þ. This trend continues

up to 2.76 TeV where, for corresponding centrality inter-
vals, the v23f2g values are roughly twice as large as those at

200 GeV. Given that the dominant trend at the higher
energies is for v23f2g to increase with logð ffiffiffiffiffiffiffiffi

sNN
p Þ, it is

notable that v23f2g is approximately constant for the lower
energies.
One would expect, independent of which energy range is

considered, that higher energy collisions producing more
particles should be more effective at converting initial
state geometry fluctuations into v23f2g. Deviations from
that expectation could indicate interesting physics,
like a softening of the equation of state [22]. We inves-
tigated these expectations at the lower

ffiffiffiffiffiffiffiffi
sNN

p
by scaling

v23f2g by the midrapidity, charged-particle multiplicity
density per participant pair, nch;PP ¼ ð2=NpartÞdNch=dη.
We parametrize the

ffiffiffiffiffiffiffiffi
sNN

p
dependence of the existing

data on nch;PP for central Auþ Au or Pbþ Pb collisions
[44] by

nch;PP ¼
"
0.77ð ffiffiffiffiffiffiffiffi

sNN
p Þ0.30 ffiffiffiffiffiffiffiffi

sNN
p

> 16.0GeV

0.78 logð ffiffiffiffiffiffiffiffi
sNN

p Þ−0.4 otherwise:
ð3Þ

In Fig. 4, we show v23f2g=nch;PP for four centrality
intervals. The more central data exhibit a local minimum
in the

ffiffiffiffiffiffiffiffi
sNN

p
range around 15–20 GeV, which is absent for

peripheral collisions. Variations of v23f2g=nch;PP with dif-
ferent parametrizations of nch;PP are typically on the order
of a few percent. The trends in nch;PP also have a change in
behavior in the same energy range where the dip appears in
Fig. 4, but the apparent minima in the figure do not depend
on the details of the parametrization of nch;PP; the local
minima remain even if scaling by logð ffiffiffiffiffiffiffiffi

sNN
p Þ. The minima

are an inevitable consequence of the near independence of
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Ongoing detector upgrades

2018/4/16

iTPC upgrade EPD upgrade eTOF upgrade
Continuous pad rows

Replace all inner TPC sectors
Replace Beam Beam Counter Add CBM TOF modules and 

electronics (FAIR Phase 0)

|η|<1.5 (was 1.0) 2.1<|η|<5.1 -1.6<η<-1.1

pT >60 MeV/c (was 150MeV/c) Better trigger & b/g reduction Extend forward PID capability

Better dE/dx resolution
Better momentum resolution

Greatly improved Event Plane info (esp. 
1st-order EP)

Allows higher energy range of Fixed
Target program

Fully operational in 2019 Fully operational in 2018 Fully operational in 2019

endcap Time-Of-Flight

Chi Yang, 3rd CBM - China Workshop, Yichang

Event Plane Detector

inner Time Projection Chamber
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Figure 38: STAR results for beam energy dependence of �2 for net-protons (lower panel)
and for net-charge (upper panel) in Au+Au collisions. Dotted horizontal lines are expec-
tations from Poisson distributions. The green shaped band shows the estimated mid-
rapidity statistical errors for the BES-II, assuming the requested events listed in Table 9.
Thanks to the iTPC and eTOF, STAR’s full capability here will be even better.

3.1.2 Search for the First-Order Phase Boundary: Measurement of Baryon
Directed Flow

Directed flow excitation functions have been proposed by Frankfurt theorists as promising
observables of evidence for a first-order phase transition, based on hydrodynamic calcu-
lations [40, 41, 119]. Figure 39 (left panel), based on a 3-fluid hydrodynamic model [41],
presents directed flow for net-baryons as a function of beam energy. Note that the older
hpxi directed flow observable used here is proportional to v1. A first-order phase transition
leads to a softening of the Equation Of State (EOS), and this in turn causes the predicted
proton directed flow to change sign from positive to negative near psNN = 4 GeV. The di-
rected flow prediction crosses back to positive again as the beam energy increases further.
This phenomenon is referred to in the theory literature as the “softest point collapse” of
flow [41].

Directed flow measured by STAR for net-protons is presented in the right panel of
Fig. 39, for Au+Au collisions at intermediate centrality [109]. The plotted quantity is
the slope of v1(y) near mid-rapidity. The net-proton slope is a proxy for the directed flow
slope of protons associated with baryon number transported from the initial state to the
vicinity of mid-rapidity, based on the assumption that produced baryon-antibaryon pairs
have similar directed flow and baryon-antibaryon annihilation does not alter the directed
flow [109].

The net-proton slope shows a similar minimum to the predicted one, but at the collision
energy in dv1/dy about a factor 4 higher than the hydro prediction shown on the left in
Fig. 39. In contrast, there is no hint of this non-monotonic behavior in the UrQMD
hadronic transport model [50, 117] (not shown) that has a good record of reproducing
observed trends at least at a qualitative level. Theory comparisons that followed the
publication of STAR’s measurements of directed flow have overall not strengthened either
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10

FIG. 10. STAR results for beam energy dependence of �2

(top panels) and S�/Skellam (lower panels) for net-protons
in Au+Au collisions [35]. The left panels illustrate the e↵ect
of p

T

selection while the right panels indicate the e↵ects of
rapidity selection. Dotted horizontal lines are expectations
from Poisson distributions.

FIG. 11. The net-proton �

2 as a function of the protons
and anti-proton multiplicity. Protons come from the rapidity
range -1.4 < y

P

< 0.9.

• NA49 has reported that the onset of deconfinement
occurs at 7.7 GeV [14].

• Some of the QGP signatures (local parity viola-
tion [36] and narrowing of balance functions [37])
show signs of disappearing at 7.7 GeV. We need
to extend the energy range so that we can confirm
that these signatures have indeed turned o↵.

• There are theoretical calculations suggesting that
the mixed phase is entered at energies well below
7.7 GeV [38].

The fixed-target program at STAR with the eTOF
upgrade will enable the energy scan to extend below
7.7 GeV and address these questions. With the eTOF,
the fixed-target program can study the center-of-mass en-
ergy region from

p
s

NN

= 3.0 to 7.7 GeV. Some of the
AGS, SPS, and SIS collaborations use projectile kinetic
energy per nucleon; in that notation, the above range
corresponds to 2.9 to 30.3 AGeV. The five energies of
the BES-II collider program cover the baryon chemical
potential range from 205 to 420 MeV [39]. The inclusion
of an additional seven fixed-target energies will extend
the range from 420 to 720 MeV with a similar 50 MeV
step size (see Fig. 12). The physics topics proposed for
normal collider mode can be performed in this extended
µ

B

range.
It is important to note that the physics impact of

the eTOF system is significantly di↵erent for the fixed-
target program than for collider mode. In the BES-II
collider program, the addition of the eTOF system ex-
tends the momentum range of forward rapidity PID. In
the fixed-target program, the roles of the central and for-
ward parts of the detector are reversed. This is due to
the large 1-2 unit rapidity o↵sets between the laboratory
and the center-of-mass reference frames. In the next sec-
tion, we show that eTOF provides essential PID in the
mid-rapidity region.

FIG. 12. A schematic of the phase diagram of QCD matter
showing hypothetical illustrations of reaction trajectories for
the BES collider and fixed-target programs.

A. Acceptance

The calculation of the fixed-target acceptance of the
STAR detector is similar to the collider mode acceptance
calculations discussed in the previous section with only a
few exceptions. The 1 mm thick gold target is located at
z = +210 cm. This is the optimal location for the target

➤ antiprotons produced more at mid-
rapidity 

➤ added coverage by eTOF will enhance 
the fluctuation signal ⇒ clearer and 
more significant indication of critical 
behavior
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Figure 38: STAR results for beam energy dependence of �2 for net-protons (lower panel)
and for net-charge (upper panel) in Au+Au collisions. Dotted horizontal lines are expec-
tations from Poisson distributions. The green shaped band shows the estimated mid-
rapidity statistical errors for the BES-II, assuming the requested events listed in Table 9.
Thanks to the iTPC and eTOF, STAR’s full capability here will be even better.

3.1.2 Search for the First-Order Phase Boundary: Measurement of Baryon
Directed Flow

Directed flow excitation functions have been proposed by Frankfurt theorists as promising
observables of evidence for a first-order phase transition, based on hydrodynamic calcu-
lations [40, 41, 119]. Figure 39 (left panel), based on a 3-fluid hydrodynamic model [41],
presents directed flow for net-baryons as a function of beam energy. Note that the older
hpxi directed flow observable used here is proportional to v1. A first-order phase transition
leads to a softening of the Equation Of State (EOS), and this in turn causes the predicted
proton directed flow to change sign from positive to negative near psNN = 4 GeV. The di-
rected flow prediction crosses back to positive again as the beam energy increases further.
This phenomenon is referred to in the theory literature as the “softest point collapse” of
flow [41].

Directed flow measured by STAR for net-protons is presented in the right panel of
Fig. 39, for Au+Au collisions at intermediate centrality [109]. The plotted quantity is
the slope of v1(y) near mid-rapidity. The net-proton slope is a proxy for the directed flow
slope of protons associated with baryon number transported from the initial state to the
vicinity of mid-rapidity, based on the assumption that produced baryon-antibaryon pairs
have similar directed flow and baryon-antibaryon annihilation does not alter the directed
flow [109].

The net-proton slope shows a similar minimum to the predicted one, but at the collision
energy in dv1/dy about a factor 4 higher than the hydro prediction shown on the left in
Fig. 39. In contrast, there is no hint of this non-monotonic behavior in the UrQMD
hadronic transport model [50, 117] (not shown) that has a good record of reproducing
observed trends at least at a qualitative level. Theory comparisons that followed the
publication of STAR’s measurements of directed flow have overall not strengthened either
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➤ EPD 
➤ significantly better event plane resolution than BBC 
➤ fine centrality binning in BES-II

centrality (%)

0 10 20 30 40

 r
e
so

lu
tio

n
1

Ψ

0.5

1 optimal
 seg.φEPD, 12 

 seg.φEPD, 6 
BBC inner

Sim, Au+Au @ 7.7 GeV

P(multi hits) < 10%

centrality (%)

0 10 20 30 40

 r
e
so

lu
tio

n
1

Ψ

0.2

0.4

0.6

0.8
optimal

 seg.φEPD, 12 
 seg.φEPD, 6 

BBC inner

Sim, Au+Au @ 19.6 GeV

P(multi hits) < 10%

centrality (%)

0 10 20 30 40

 r
e
so

lu
tio

n
2

Ψ 0.5

1

optimal
 seg.φEPD, 12 

 seg.φEPD, 6 
BBC inner

Sim, Au+Au @ 200 GeV

P(multi hits) < 10%

Figure 17: First harmonic ( 1) event plane resolution (both detector planes) as a
function of centrality for di↵erent detector setups. Each hit in this simulation was
smeared based on realistic ADC distributions. Most central events are on the left, the
most peripheral bin shown corresponds to 40%-45%. The plot on the top left is fromp
sNN = 7.7 GeV and the plot on the top right is from

p
sNN = 19.6 GeV. The lower

plot shows the event plane resolution for the second harmonic ( 2). The BBC points
are in blue, and we can see that for all centralities and energies the EPD improves the
event plane resolution.
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Physics impact of EPD
Directed flow

EPD is going to reduce the auto-correlations to mid-rapidity 
measurements vn, 

The statistics (resolution) improvement is significant: global Λ
polarization,..

8/15/2017 Videbæk, Phases of QCD and BES program 19
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➤ significantly better event plane resolution than BBC 
➤ fine centrality binning in BES-II
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Figure 41: The difference in v2 between particles and their antiparticles (see legend) as a
function of psNN for 0-80% central Au+Au collisions. The dashed curves are fits with a
power-law function. The error bars depict the combined statistical and systematic errors.

Figure 42: Scaled v2 of the � meson showing the projected error bars for BES-II with the
current STAR TPC (blue band) and with the iTPC (red band).

(expressed by the anisotropy parameter v2) scales with the number of constituent quarks
(NCQ) in a given hadron species indicates that the flow is established early in the collision
process, when quarks are the relevant degrees of freedom. In contrast, if the flow had been
established during a hadronic phase, then the magnitude of v2 for each hadron species
would scale with its mass. In Fig. 41, the differences between particle and antiparticle v2
for the six energies 7.7, 11.5, 19.6, 27, 39, and 62.4 GeV are shown.

The results suggest that NCQ scaling, first observed at p
sNN = 200 GeV [57] may

no longer hold at lower energies. As the energy is lowered, the violation of NCQ scal-
ing becomes stronger, and the splitting between mesons and baryons becomes stronger.
These observations are consistent with the expectation that the system spends a smaller
percentage of the collision duration in the partonic phase as the beam energy is lowered,
and that at the lowest BES energies, the system might not reach the QGP phase at all.

The study of the v2 of particles with a very small hadronic cross section may elucidate
to a much higher degree the partonic dynamics and collectivity in heavy-ion collisions.
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➤ first measurements for energies < 19.6 GeV possible  
➤ systematic uncertainties reduced by iTPC 
➤ the requested event statistics should allow measurements in 

the intermediate mass range
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Figure 7 shows the projected BES II measurements from STAR, with the iTPC, together 
with data already taken at higher beam energies and compared to recent model 
calculations. STAR detectors in the BES-II era will cover a unique energy range because 
the excitation function above 20 GeV for the low mass region (LMR) depends strongly 
on initial temperature, while the LMR excess below 20 GeV depends more strongly on 
baryon density.  

 
Figure 7: The Beam Energy dependence for  the Low-Mass dielectron excess from published data at 19.6 
and 200GeV, model expectation from PHSD for energy below 20GeV and Rapp’s model above 20 GeV. 
Also shown are projected sys. and stat. errors from preliminary results at 27, 39 and 62.4GeV, and 
projections for BES-II with the iTPC. Projections without the iTPC for these energies would have x2 (�2) 
bigger sys. (stat.) errors. 

Due to the nature of relativistic heavy ion collisions, the observed inclusive di-lepton 
yields at low mass have contributions from many sources integrated over the entire 
evolution of a collision.  During BES-I running, STAR collected dielectron data for 
minimum-bias Au+Au collisions at √sNN = 39, 27 and 19.6 GeV.  Figure 8 shows 
preliminary efficiency-corrected inclusive dielectron invariant mass spectra for these 
three beam energies, as well as for 62.4 GeV. The data are compared to a cocktail 
simulation including contributions from all the known hadronic decays of light mesons 
and correlated charm pairs. A low-mass dielectron excess is observed across all the 
collision energies, indicating hot, dense medium contribution. A broadened U spectral 
function [29], which describes SPS dilepton data, consistently accounts for the STAR low 
mass excess in Au+Au collisions at 19.6, 27, 39, 62.4, and 200 GeV (see Figure 8). 
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Figure 47: Dielectron invariant mass distribution for Au+Au at p
sNN = 19.6 GeV.

shaded band assuming the required number of events listed in Table 9. The requested
high statistics will allow us to pursue the net-proton distribution studies at higher orders
(higher than the 4th) where one expects increased sensitivity to the criticality. In addition,
we will also study the higher moments of the net-kaons with better accuracy.

Improvements in v2 of � mesons and testing of NCQ scaling: This mea-
surement will allow us to quantitatively address the suspected decrease, followed by an
absence, of partonic collectivity below p

sNN = 19.6 GeV. It is necessary to make mea-
surements up to pT = 3 GeV/c with a statistical error of less than 10% on v2. From this
resolution requirement we can estimate the statistics necessary (see Table 9) for BES-II
to reach transverse momenta beyond 2.5 GeV/c even at the lowest energies. This will
allow us to test in NCQ scaling detail for many particle species, including multi- strange
particles.

The projection of the statistical errors for the � meson v2 for BES-II are shown by
the shaded bands in both plots in Fig. 42. As shown in Table 9, 100M and 200M useful
minimum-bias events are required from the Au+Au collisions at 7.7 and 11.5 GeV, re-
spectively. These measurements will answer decisively the question how much � meson
flow there is compared to that of light quark hadrons. Lack of the collectivity of the �
meson will provide clear evidence of the hadronic interaction dominated medium in the
low energy heavy ion collisions.

Improvements in the low-mass dilepton measurements: The event size of
the data sets that were collected during BES-I for energies below 19.6 GeV have been
too small to allow for meaningful measurements in the low-mass range of the dielectron
spectrum, let alone in the intermediate mass range. The proposal for measurements in
the context of BES-II would therefore not be as much as an improvement, but rather a
first measurement of the dielectron invariant mass spectrum in this particular collision
energy range. In Fig. 47, the measured statistical (blue error bars) and systematic (blue
boxes) uncertainties are shown for p

sNN = 19.6 GeV. The proposed dielectron event
statistics, summarized in Table 9, will allow the BES-II measurements to have statistical
uncertainties (black error bars) that are comparable to those in the previously published
200 GeV papers [131, 132]. The systematic uncertainties will be improved by the iTPC
upgrade (red boxes). The upgrade will also have an appreciable impact on the statistical
uncertainties thanks to an increased acceptance at low pT . The combined improvement of
the systematic and statistical uncertainties will allow the BES-II data to better constraint
different models that within BES-I uncertainties could otherwise not be distinguished.

The improvement needed in the intermediate mass range is estimated based on the sta-
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FIXED TARGET PROGRAM AT RHIC

➤ luminosity ~ γ3 (relativistic gamma of an ion beam) 
➤ overlap with collider energies  
➤ STAR took 260M good events at 3.85 GeV this year already  

28
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STAR in the Fixed Target mode

Proposed Fixed target program will be able to explore √sNN energy 
range between 3.0 and 7.7 GeV

The target is located just outside the STAR TPC at ~210cm
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Directed Flow Comparison Across Experiments & Energies

Proton v1 agrees with E895; Λ is close to proton
First " results shown for this energy range
"#, "$ ordering supports idea that transported quarks have bigger effect on "$ (See Gang Wang’s talk, May 16, 11:50)
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➤ successful test run in 
2015 √sNN = 4.5 GeV 
AuAu 
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FIXED TARGET PROGRAM AT RHIC

➤ expected to confirm turn-off of QGP 
signatures 

➤ expected to fill the gap between RHIC 
and SIS energies 
➤ HADES vs STAR: different acceptances 

make the comparison non-trivial  

➤ iTPC and eTOF critical 

29“Proof of principle” results

presented at QM2017, many

more underway

(Lambdas, Kaons, HBT, v

n

,…)

HADES
preliminaryπ-

Au+Au @ 4.5 GeV

E802_PRC57(1998)R466  

E877_PRC62(2000)024901  

E895_PRC68(2003)054905

Will be able to extend high-

moments measurements to 

HADES energies 

STAR in the Fixed Target mode
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FACILITIES AROUND THE WORLD

30

Experiments: Energy Coverage and Expected Event Rates

APS April 2018 (Columbus, OH) - April 15, 2018 Frank Geurts (Rice University) 28



SUMMARY AND OUTLOOK:
➤ BES program allowed for a detailed study of QCD phase diagram 
➤ BES-II follows BES-I, targeting the most interesting region of the phase 

diagram 
➤ presented detector upgrades will reduce systematic uncertainties and 

extend kinematical and PID range 
➤ RHIC facility upgrades will increase luminosity 
➤ fixed-target program will extend μB range   

➤ significant theoretical interest and effort 
➤ looking forward to other facilities and experiments to soon join the 

exploration!
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RHIC BEAM ENERGY SCAN

33

Star Note 598

Beam	Energy	Scan	Phase-IIThe Beam Energy Scan at the Relativistic Heavy Ion Collider 32

Table 2. Event statistics (in millions) needed for Beam Energy Scan Phase-II for various observables.
Collision Energy (GeV) 7.7 9.1 11.5 14.5 19.6
µB (MeV) in 0-5% central collisions 420 370 315 260 205

Observables

RCP up to pT = 5 GeV/c – 160 125 92
Elliptic Flow (f mesons) 100 150 200 200 400
Chiral Magnetic Effect 50 50 50 50 50
Directed Flow (protons) 50 75 100 100 200
Azimuthal Femtoscopy (protons) 35 40 50 65 80
Net-Proton Kurtosis 80 100 120 200 400
Dileptons 100 160 230 300 400
Required Number of Events 100 160 230 300 400

3.1.1. RCP of identified hadrons up to pT = 5 GeV/c High-pT suppression is seen as an
indication of the energy loss of leading partons in a colored medium. Therefore, the RAA

measurements are one of the clearest signatures for the formation of the quark-gluon plasma.
Because there was not a comparable p+ p energy scan, the BES analysis has had to resort
to RCP measurements as a proxy. Still the study of the shape of RCP(pT ) will allow us
to quantitatively address the evolution of the phenomenon of jet-quenching to lower beam
energies. A very clear change in behavior as a function of beam energy is seen in these
data (see Figs. 12 and 13); at the lowest energies (7.7 and 11.5 GeV) there is no evidence of
suppression for the highest pT values that are reached. However, it should be noted that for
these energies the BES-I measurements are only able to reach 3-4 GeV/c for inclusive hadrons
and 2-3 GeV/c for identified hadrons. Typically, one considers pT of 5 GeV/c and above to be
dominated by partonic behavior. Therefore, although the BES-I RCP results are suggestive of
a disappearance of this QGP signature, they are not conclusive. The pT reach expected in the
proposed BES Phase-II measurements will be crucial in drawing definitive conclusions about
evidence for the creation of QGP at a given collision energy.

Although the BES-I spectra do not reach high enough pT to extend into the purely hard-
scattering regime, they do allow us to make detailed projections of how many events would be
needed to reach a given pT for a given beam energy. We propose to acquire about 400 tracks
in the pT range of 4-5 GeV/c for the 11.5, 14.5, and 19.6 GeV energies. At the lower energies
of 7.7 and 9.1 GeV, there is simply not enough kinematic reach to get out to 4-5 GeV/c. These
required numbers of events are listed in Table 2

We have used the yields of identified particles measured in BES-I to make projections of
the expected errors for the RCP measurements with increased statistics expected to be available
in BES Phase-II. For each particle species, energy, and centrality, we have used a exponential
extrapolation (note that this is a more conservative estimate than the power law extrapolation)
to estimate the expected number of particles to be measured in each pT bin based on the
expected number of events at each energy shown in Table 2. From this expected number of
particles per bin, we can estimate the statistical error for the central and peripheral bins and
propagate these to estimate the expected error on the RCP measurements. These projected
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Strong	endorsement	by	NSAC

Long	Range	Plan	2015:

Ø“Trends	and	features	in	BES-I	data	provide	
compelling	motivation	for	[…]	experimental	
measurements	with	higher	statistical	precision	
from	BES-II”
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2. Quantum Chromodynamics: The Fundamental Description of the Heart of Visible Matter

The trends and features in BES-I data provide compelling 

motivation for a strong and concerted theoretical 

response, as well as for the experimental measurements 

with higher statistical precision from BES-II. The goal 

of BES-II is to turn trends and features into definitive 

conclusions and new understanding. This theoretical 

research program will require a quantitative framework 

for modeling the salient features of these lower energy 

heavy-ion collisions and will require knitting together 

components from different groups with experience 

in varied techniques, including LQCD, hydrodynamic 

modeling of doped QGP, incorporating critical 

fluctuations in a dynamically evolving medium, and more.

Experimental discovery of a critical point on the QCD 

phase diagram would be a landmark achievement. The 

goals of the BES program also focus on obtaining a 

quantitative understanding of the properties of matter 

in the crossover region of the phase diagram, where it 

is neither QGP nor hadrons nor a mixture of the two, as 

these properties change with doping.

Additional questions that will be addressed in this 

regime include the quantitative study of the onset 

of various signatures of the presence of QGP. For 

example, the chiral symmetry that defines distinct 

left- and right-handed quarks is broken in hadronic 

matter but restored in QGP. One way to access the 

onset of chiral symmetry restoration comes via BES-II 

measurements of electron-positron pair production in 

collisions at and below 20 GeV. Another way to access 

this, while simultaneously seeing quantum properties 

of QGP that are activated by magnetic fields present 

early in heavy collisions, may be provided by the slight 

observed preference for like-sign particles to emerge 

in the same direction with respect to the magnetic field. 

Such an effect was predicted to arise in matter where 

chiral symmetry is restored. Understanding the origin 

of this effect, for example by confirming indications that 

it goes away at the lowest BES-I energies, requires the 

substantially increased statistics of BES-II.

NEW MICROSCOPES ON THE INNER 
WORKINGS OF QGP
To understand the workings of QGP, there is no 

substitute for microscopy. We know that if we had a 

sufficiently powerful microscope that could resolve the 

structure of QGP on length scales, say a thousand times 

smaller than the size of a proton, what we would see 

Figure 2.10: The top panel shows the increased statistics anticipated 
at BES-II; all three lower panels show the anticipated reduction in 
the uncertainty of key measurements. RHIC BES-I results indicate 
nonmonotonic behavior of a number of observables; two are shown in 
the middle panels. The second panel shows a directed flow observable that 
can encode information about a reduction in pressure, as occurs near a 
transition. The third panel shows the fluctuation observable understood 
to be the most sensitive among those measured to date to the fluctuations 
near a critical point. The fourth panel shows, as expected, the measured 
fluctuations growing in magnitude as more particles in each event are 
added into the analysis.

are quarks and gluons interacting only weakly with each 

other. The grand challenge for this field in the decade 

to come is to understand how these quarks and gluons 

conspire to form a nearly perfect liquid.

Microscopy requires suitable messengers that reveal 

what is happening deep within QGP, playing a role 

analogous to light in an ordinary microscope. The 
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BES	program,	proposed	in	2014

Collider 
Energy

Fixed-
target 

Energy

CMS 
Rapidity μB [MeV]

62.4 7.7 2.10 420
39 6.2 1.87 487
27 5.2 1.68 541

19.6 4.5 1.52 589
14.5 3.9 1.37 633
11.5 3.5 1.25 666
9.1 3.2 1.13 699
7.7 3.0 1.05 721

https://science.energy.gov/~/media/np/nsac/pdf/2015LRP/2015_LRPNS_091815.pdf

Baryon chemical potential at selected √sNN 

Statistics improvement in BES-II

Baryon chemical potential at proposed 
√sNN in fixed-target mode 
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EFFECT OF SOFTENING ON DIRECTED FLOW

➤ 3FD with crossover transition best for proton 
➤ with 1st order phase transition best for pions    

34

YU. B. IVANOV AND A. A. SOLDATOV PHYSICAL REVIEW C 91, 024915 (2015)

FIG. 1. (Color online) The directed flow v1(y) for protons, antiprotons, and pions from midcentral (b = 6 fm) Au+Au collisions at various
collision energies from

√
sNN = 7.7 to 27 GeV calculated with different EoS’s. Experimental data are from the STAR Collaboration [20].

of the crossover scenario at the same collision energies within
both the PHSD-HSD and 3FD approaches.

This puzzle has a natural resolution within the 3FD model.
The the QGP sector of the EoS’s with deconfinement [30]
was fitted to the lattice QCD data at zero net-baryon density
and just extrapolated to nonzero baryon densities. The protons
mainly originate from baryon-rich fluids that are governed by
the EoS at finite baryon densities. The too-strong antiflow at√

sNN = 27 GeV may be a sign of too-soft QGP EoS. Note that
a weak flow or antiflow indicates softness of a EoS. Predictions
of the first-order-transition EoS, the QGP sector of which is
constructed in the same way as that of the crossover one,
fail even at lower collision energies, when the QGP starts to
dominate in the collision dynamics, i.e., at

√
sNN ! 15 GeV.

This fact indirectly supports the conjecture on a too-soft QGP
sector at high baryon densities in the used EoS’s. At the same
time, the baryon-free (fireball) fluid is governed by the EoS
at zero net-baryon density. This fluid is a main source of
antiprotons (∼80% near midrapidity at

√
sNN = 27 GeV and

b = 6 fm), the directed flow of which is in good agreement with

the data at
√

sNN = 27 GeV within the crossover scenario and
in reasonable agreement even within the first-order-transition
scenario. It is encouraging because at zero net-baryon density
the QGP sector of the EoS’s is fitted to the lattice QCD data.
The pions are produced from all fluids: near midrapidity ∼50%
from the baryon-rich fluids and ∼50% from the baryon-free
one at

√
sNN = 27 GeV. Hence, the disagreement of the pion

v1 with data is quite moderate at
√

sNN = 27 GeV.
As seen from Fig. 1, the deconfinement scenarios are

definitely preferable for the pion v1(y). The pion data at
7.7 GeV are slightly better reproduced within the first-order-
transition scenario, while at 27 GeV the crossover scenario
is preferable. The antiproton v1(y) data testify in favor of the
crossover scenario, except for the energy of 7.7 GeV, where all
scenarios equally fail. It should be taken into account that the
antiproton multiplicity in the midcentral (b = 6 fm) Au+Au
collision at 7.7 Gev is 1 within the deconfinement scenarios and
3 within the hadronic scenario. Therefore, the hydrodynamical
approach based on the grand canonical ensemble is definitely
inapplicable to the antiprotons in this case.

024915-4

Y. B. Ivanov and A. A. Soldatov, PRC91 (2015)024915 

relativistic 3-fluid Dynamics (3FD) with purely 
hadronic EoS vs 3FD with crossover transition to QGP 
vs 3FD with 1st order phase transition

EXAMINATION OF DIRECTED FLOW AS A SIGNATURE . . . PHYSICAL REVIEW C 94, 034906 (2016)
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FIG. 1. Directed flows of protons and pions in mid-central
Au+Au collisions (10–40%) at

√
sNN = 7.7–27 GeV from the JAM

cascade mode (dashed lines) and the JAM cascade with attractive
orbits (solid lines) in comparison with the STAR data [6].

attractive orbits are far from the data, and there should not be
large EoS softening.

From this analysis, we find that the softening of the EoS
affects the directed flow of protons at midrapidity and should
emerge in the beam energy range of

√
sNN ! 10 GeV, but its

effects should be small at
√

sNN = 7.7 GeV. Since NA49 data
at

√
sNN = 8.9 GeV may also indicate evidence of softening of

the EoS [25], the onset beam energy of the softening might be
lower than 10 GeV. Therefore, detailed experimental studies
are needed around the beam energies of

√
sNN " 10 GeV.

Unfortunately, the EoS softening effects are not easy to see
when the v1 slope is already negative in the standard cascade.
As seen in Fig. 1, the proton v1 slope at

√
sNN = 27 GeV

and pion v1 slopes are negative in the standard cascade from
geometrical non-QGP effects [22] and from absorption by
baryons [42], respectively. It should be noted, however, that
JAM with attractive orbits overestimates the negative slope of
the proton v1, indicating the need to reharden the EoS, i.e.;
matter created at this collision energy reaches well above the

1v
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FIG. 2. Same as in Fig. 1, but for central collisions (0–10%).

transition region or weak softening of the EoS due to less net
baryonic density.

We now discuss the directed flows in central collisions
in order to distinguish the geometrical effects from phase
transition. Since sign change of the proton v1 is purely
geometrical and only happens at large impact parameters in
standard hadronic transport models, it is possible to find the
effects of the softening sharply in central collisions. We show
directed flows in central collisions in Fig. 2. STAR data on
the proton v1 do not show negative slope for central collisions.
The standard JAM cascade describes well the data at 7.7 GeV,
indicating that the hadronic description may be reasonable at
7.7 GeV. It is seen that the proton v1 at 27 GeV from both JAM
with attractive orbits and the standard JAM simulation yield
negative slope. Thus 7.7 and 27 GeV data do not show a hint
of the softening of the EoS within our analysis.

On the other hand, one sees that JAM with attractive
orbits again quite reasonably describes the data at 11.5 and
19.6 GeV, while the standard JAM cascade overestimates the
data. Therefore, STAR data on the proton directed flow for
both central and mid-central collisions indicate evidence of
the softening of the EoS.

034906-3

[Y. Nara et al., PRC 94 034906 

Hadronic transport model JAM with and without 
attractive orbits for each two-body scattering 

➤ JAM with attractive orbits  matches the 
data well at √sNN = 11.5 and 19.6 GeV
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ENERGY DEPENDENCE OF 𝗱𝙫1/𝗱𝒚|𝒚=0

➤ similar dip like in 3FD model with 1st order 
phase transition, except at a different energy

35

DIRECTED FLOW INDICATES A CROSS-OVER . . . PHYSICAL REVIEW C 91, 024915 (2015)

FIG. 6. (Color online) The beam energy dependence of the di-
rected flow slope at midrapidity for protons, antiprotons, and pions
from midcentral (b = 6 fm) Au+Au collisions calculated with differ-
ent EoS’s. The experimental data are from the STAR measurements
[20] and prior experiments with comparable acceptance cuts [13,17].

The crossover scenario well reproduces the pion slopes at
all measured energies and the antiproton slopes at

√
sNN >

10 GeV. Note that the 3FD model is poorly applicable to
description of antiprotons at

√
sNN < 10 GeV in view of a

low antiproton multiplicity. In the case of proton slopes the
crossover scenario fails both at low (

√
sNN < 5 GeV) and

high (
√

sNN > 20 GeV) collision energies. The failure at low
energies is still questionable because the same data but in
terms of ⟨Px⟩ are almost perfectly reproduced by the crossover
scenario; see Fig. 4. As for the highest computed energy of√

sNN = 27 GeV, this simulation has been performed at the
edge of computational abilities of the code. Therefore, the
disagreement with the data could be, at least partially, because
the 27-GeV results still suffer from insufficient accuracy. In
the present paper the accuracy of the 27-GeV computation
is slightly higher that in Ref. [22]: 40 cells per the Lorentz-
contracted nuclear diameter instead of 35 in Ref. [22]. This
made the calculated dv1/dy slightly closer to the experimental

value: −0.077 instead of −0.086 in Ref. [22], which, however,
is still far from the experimental value (−0.0048).

V. CONCLUSIONS

In this study the 3FD approach has been applied for the
analysis of the recent STAR data on the directed flow of
identified hadrons [20] together with earlier experimental data
obtained at the SPS [17] and AGS [13]. Simulations have been
done with a purely hadronic EoS [29] and two versions of the
EoS involving deconfinement transitions [30]—a first-order
phase transition and a smooth crossover transition—in the
range of incident energies

√
sNN = 2.7−27 GeV. Because of

stringent requirements on the accuracy of the calculations we
failed to perform calculations for energies above

√
sNN =

30 GeV. The physical input of the present 3FD calculations
is described in detail in Ref. [28]. No tuning (or change)
of physical 3FD-model parameters and used EoS’s has been
done in the present study as compared to that stated in
Ref. [28].

It was found that the proton directed flow within the
deconfinement scenarios indeed manifests an antiflow (i.e.,
a negative slope of the v1 distribution at the midrapidity),
as predicted in Refs. [14,15]. This antiflow is tiny for the
crossover EoS, which is in agreement with the data, and quite
substantial for the EoS with the first-order phase transition. In
the hadronic scenario, the midrapidity slope is always positive,
except for the highest considered energy of

√
sNN = 27 GeV,

at which a tiny antiflow is observed. Note that the negative
slope at midrapidity does not necessarily assume a QGP EoS.
A combination of space-momentum correlations may result in
a negative midrapidity slope of the directed flow in high-energy
nucleus-nucleus collisions [18].

The excitation function of the slope of the v1 distribution at
the midrapidity for protons turns out to be a smooth function
of the bombarding energy without “wiggle-like” peculiarities
within the hadronic and crossover scenarios. At the same
time, within the first-order-transition scenario this excitation
function exhibits a wiggle predicted in Refs. [10,11,15,16]. In
the present case the wiggle is mostly located in the negative
range of slopes. The first-order-transition results demonstrate
the worst agreement with the proton and antiproton data on
the directed flow.

A high sensitivity of the directed flow, especially the
proton one, to the nuclear EoS is found. Comparison of other
bulk observables, analyzed so far [28,31–36], with available
data indicated a definite advantage of the deconfinement
(crossover and first-order) scenarios over the purely hadronic
one, especially at high (RHIC) collision energies. However,
predictions of the crossover and first-order-transition scenarios
looked very similar so far. Only a slight preference could be
given to the crossover EoS. In the case of the directed flow
we can definitely conclude that the best overall reproduction
of the STAR data is achieved with the crossover EoS. The
first-order-transition scenario gives results which strongly
differ from those in the crossover scenario, especially for the
proton v1.

The crossover scenario well reproduces the pion v1 at all
measured energies and the antiproton flow at

√
sNN > 10 GeV.

024915-7

Y. B. Ivanov and A. A. Soldatov, PRC91 (2015)024915 

degree calorimeter shower-maximum detectors [1]. We
have studied the sensitivity of dv1=dy to all experimental
cuts and selections, for both events and tracks, and inferred
systematic errors are plotted in Figs. 2 and 3.
Figure 1presentsv1ðyÞ at 10–40%centrality forK#,K0

s ,ϕ,
Λ, and Λ̄. These measurements complement the correspond-
ing published information for protons, antiprotons, and
charged pions [7]. In the referenced v1 study, the overall
strength of the directed-flow signal near midrapidity was
characterized by the linear termF in a fit of the form v1ðyÞ ¼
Fyþ F3y3 [7]. This cubic fit reduces sensitivity to the
rapidity range over which the fit is performed, but becomes
unstable for low statistics, as is now the case for ϕ and Λ̄, and
to a lesser extent forΛ. Accordingly, the present analysis uses
a linear fit for all particle species at all beamenergies.The fit is
over jyj < 0.6 forϕ and over jyj < 0.8 for all other species. It
is evident from Fig. 1 that within errors the plotted species
have a near-linear v1ðyÞ over the acceptance of the STAR
detector. However, protons [7] show systematic deviations
from linearity and hence the proton dv1=dyjy¼0 is marginally
affected by changing the fit method. Hereafter, dv1=dy refers
to the slope obtained from the above linear fits.
The directed flow slope dv1=dy vs beam energy for p, p̄,

Λ, Λ̄, ϕ, K#, K0
s , and π# is presented in Figs. 2(a) and 2(b).

The proton and pion points in Fig. 2 differ slightly from
those in Ref. [7] in that a new measurement at

ffiffiffiffiffiffiffiffi
sNN

p ¼
14.5 GeV has been added, and the slope is now based on a
linear fit. We note four empirical patterns based on
Figs. 2(a) and 2(b). First, dv1=dy for Λ and p agree within
errors, and the Λ slope changes sign in the same region as
protons (near

ffiffiffiffiffiffiffiffi
sNN

p ¼ 11.5 GeV). However, the Λ errors
are not small enough to determine whether the minimum
observed in the proton slope near

ffiffiffiffiffiffiffiffi
sNN

p ¼ 15–20 GeValso
occurs for Λ. Second, dv1=dy for Kþ and K− are both
negative at all energies and are close to each other except at
the lowest energy, while dv1=dy for K0

s is everywhere
consistent within errors with the average of Kþ and K−. It

was found previously that dv1=dy for πþ and π− is likewise
close over these energies and is always negative. Third, the
slope for Λ̄ is negative throughout and is consistent within
errors with p̄ [7]. Fourth, at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 14.5 GeV and above,
the ϕ slope has much larger magnitude than other
mesons (pions and kaons) and is close to p̄ and Λ̄. At
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FIG. 1. Directed flow as a function of rapidity for the six indicated particle species in 10–40% central Auþ Au collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7–200 GeV. The error bars include statistical uncertainties only; systematic errors are presented in Fig. 2. The two upper
panel rows use the same v1 scale with the exception of Λ̄ at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7 GeV, where v1 magnitudes are exceptionally large and require
the measurements to be divided by 5. Examples of linear fits to v1ðyÞ are shown in the case of Λ and ϕ.
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FIG. 2. Directed flow slope (dv1=dy) versus beam energy for
intermediate-centrality (10–40%) Auþ Au collisions. Panel
(a) presents heavy species Λ, Λ̄, protons, antiprotons, and ϕ,
while panel (b) presentsK#,K0

s , and π#. Note that dv1=dy for Λ̄ atffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7 GeV is −0.128# 0.022ðstatÞ # 0.026ðsysÞ, which
is far below the bottom of the plotted scale. The ϕ-meson result atffiffiffiffiffiffiffiffi
sNN

p ¼ 62.4 GeVhas a large uncertainty and is not plotted. Panel
(c) presents net protons, net Λ’s, and net kaons. The bars are
statistical errors, while the caps are systematic uncertainties. Data
points are staggered horizontally to improve visibility.
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RHIC COHERENT ELECTRON COOLING UPGRADE

➤ in Modulator - each ion induces a density modulation in n electron beam ⇒ 
electron beam carries information about individual hadrons imprinted in density 
distortions  

➤ in free-electron laser (FEL) - the induced density modulation is amplified  
➤ in Kicker - both beams co-propagate again and the longitudinal electric field inside 

the electron beam affects the ions’ energy ⇒ an ion with higher energy arrives 
ahead of its respective clump of high density and is pulled back and vice versa 

➤ current status of the equipment [I. Pinayev et al.,  JACoW COOL2017 WEM22 (2018) ]    

36

for both resting and moving hadrons. Direct computer
simulations support this result [13]. For a given length of
a modulator, lm, the phase advance ’1 ¼ ð!plmÞ=ð!ovÞ is
inversely proportional to the beam’s energy; in a very high-
energy collider (like LHC) an additional buncher may be
required to complete the cloud’s formation (see [3]).

The electron beam emerging from the modulator carries
information about individual hadrons imprinted in
pancake-type density distortions with a total induced
charge of about that of the hadron (per pancake). In the
lab frame, the beam’s transverse dimensions remain the
same as in the CM frame, while its longitudinal size
contracts by the Lorentz factor, !o $ 1, making the pan-
cakes very thin.

Following the modulator, the electrons pass through a
wiggler—a high-gain FEL—wherein the induced density
modulation is amplified so that it becomes a packet of
alternating high- and low-density ‘‘pancakes’’. The period
of this modulation is that of the FEL wavelength:

" ¼ "wð1þ h ~a2wiÞ=2!2
o (3)

where "w is the wiggler’s period, and ~aw ¼ e ~Aw=mc2 is the
dimensionless vector potential of the wiggler. If the pan-
cakes are significantly shorter than the FEL wavelength
(i.e., RDz

=!o & "), they will be amplified similar to the

shot noise (# functions in z direction), viz., the case well
known in the basic theory of FELs [14]. We are exploring
the exact FEL response (i.e., its Green function) using 3D
FEL codes [3]. Here, we focus on the most important
longitudinal part of the FEL response, a wave packet
modulated with the wavelength ":

Gð$Þ ¼ GoRe½Kð$Þeik$ (; $ ¼ z) vt; k ¼ 2%

"
;

(4)

where Go is the maximum FEL gain, and Kð$Þ is a com-
plex normalized envelope of the gain function (4) with
jKjmax ¼ 1. We denote the location of the jKð$Þjmaximum
as $peak. Figure 2 shows an example of the gain envelope.
The origin, $ ¼ 0, corresponds to the location of the initial
distortion. Each hadron induces an FEL-amplified wave-
packet of longitudinal density modulation in the electron
beam:

&ð$Þ ffi kqð’1ÞGð$Þ + kGoqRe½Kð$Þeik$ (:

The modulation results in the longitudinal electric field

E ð$Þ ffi XEoIm½Kð$Þeik$ (; Eo ¼ 4%Goe=S; (5)

where S is the beam’s transverse area, and X ¼ q=e ffi
Zð1) cos’1Þ , Z. For a round electron beam, which is
of interest here, S can be expressed via the optical '
function of the lattice and, "?n, the normalized transverse
emittance of the electron beam: S ¼ 2%'"?n=!o, yielding
Eo ¼ 2Goe!o='"?n. We note that the shot noise of the
electron beam also is amplified in the FEL and each
electron will generate a wave packet given by Eq. (5)
with X ¼ 1. For a FEL operating in a linear regime, which
can be achieved by properly selecting the length and gain
of the FEL [15], the density modulation in the electron
beam and the resulting electric field is a direct linear
superposition of the wave packets induced by all hadrons
and electrons:

E totalð$Þ ¼ EoIm
!
X

X

i;hadrons

Kð$ ) $iÞeikð$)$iÞ

)
X

j;electrons

Kð$ ) $jÞeikð$)$jÞ
"
:

In the kicker, both beams copropagate again, and the
longitudinal electric field inside the electron beam affects
the hadrons’ energy. The kick of the hadron’s energy is [3]

!Eh;i ¼ lkZeEtotalð$i þ !$iÞfð’2Þ; (6)

π

λ

FIG. 2 (color). The amplitude (blue line) and the phase (red
line, in the units of %) of the FEL gain envelope after 7.5 gain
lengths (300 period). Total slippage in the FEL is 300", " ¼
0:5 (m. A clip shows the central part of the full gain function for
the range of $ ¼ f50"; 60"g.

Modulator Kicker 
Dispersion section
(for hadrons)

Electrons

Hadrons

lk
lm High gain FEL (for electrons)

Eh

E < Eh

E > Eh

Eh

h

E > Eh

E < E
FIG. 1 (color). A general schematic of
the Coherent Electron Cooler (CEC)
comprising three sections: A modulator;
a FEL plus a dispersion section; and, a
kicker. The FEL wavelength, ", in the
figure is grossly exaggerated for visibil-
ity.
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LOW-ENERGY RHIC ELECTRON COOLER (LEREC)

➤ improve luminosity for 
low energy beams: 
➤ 2019 (without LEReC) 

➤ 3x for √sNN = 14.5 and 19.6 
GeV    

➤ 2020 (with LEReC) 
➤ 4x for √sNN = 7.7, 9.1, and 

11.5 GeV

37

Low Energy RHIC Electron Cooling
BES-II is scheduled to start in 2019 - 2020

Improve luminosity for low energy beams:

• 2019 (without e-cooling)
• 3× for √sNN=14.5 and 19.6 GeV 

• 2020 (with e-cooling)
• 4× for √sNN=7.7, 9.1, and 11.5 GeV

Ø e-cooling: a critical machine upgrade

APS April 2018 (Columbus, OH) - April 15, 2018 Frank Geurts (Rice University) 21

4x increase in Lavg
with e-cooling 

3x increase in Lavg
without e-cooling

Increased luminosity

Low Energy RHIC Electron Cooling
BES-II is scheduled to start in 2019 - 2020

Improve luminosity for low energy beams:

• 2019 (without e-cooling)
• 3× for √sNN=14.5 and 19.6 GeV 

• 2020 (with e-cooling)
• 4× for √sNN=7.7, 9.1, and 11.5 GeV

Ø e-cooling: a critical machine upgrade

APS April 2018 (Columbus, OH) - April 15, 2018 Frank Geurts (Rice University) 21

4x increase in Lavg
with e-cooling 

3x increase in Lavg
without e-cooling

Increased luminosity
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SIMULATION OF LUMINOSITY WITH ELECTRON COOLING FOR COLLISIONS AT √SNN=7.7 G𝐞V

38 
A. Fedotov, RHIC/AGS Users Meeting, 06/13/12 

6 
Simulation of luminosity with electron cooling at  
beam energy of 3.85 GeV/n (√ sNN =7.7 GeV). 

factor 3 (in average Luminosity) 
x 1.5 (duty factor between stores, 
assumes 6 minutes between fills)=4.5 

with cooling  (assumes no losses) 

no cooling 

Cooling of bunches with nominal length (1-2 m rms) 
(counteracting IBS only and longer stores) 

A. Fedotov, RHIC/AGS Users Meeting (2012)
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TOF PID limits by approximately 300 MeV/c for pro-
tons and 200 MeV/c for pions.

For mid-rapidity tracks with a flight path of 2.2 m,
⇡/K and (⇡ + K)/p separations are achieved for
p < 1.6 GeV/c and 2.6 GeV/c, respectively. These sep-
aration cuts scale with an increase in track length. The
longest flight path for the barrel TOF are the ⌘ = 0.96
tracks, which have a path of 3.3 m. The eTOF is set back
from the TPC end-cap at a distance of 2.8 m from the
interaction point. The longest flight paths for the eTOF
are those at ⌘ of 1.05, which have paths of 3.6 m. The
shortest paths (3.0 m) are for the tracks at ⌘ = 1.7. The
combined e↵ects of timing, spatial, and momentum res-
olution are studied as a function of ⌘ and the TOF PID
limits are shown as functions of y and p

T

in Figs. 2, 3,
and 4.

TABLE II. The flight path, radius of last TPC hit, momentum
resolutions, and TOF PID limits for pions and protons at
selected ⌘.

⌘ flight path rlast hit �p/p(⇡) ⇡/K �p/p(pro) (⇡ +K)/p
(cm) (cm) (%) (GeV/c) (%) (GeV/c)

0.0 220 200 1.6 1.7 2.8 2.6
0.5 248 200 1.6 1.6 2.7 2.4
0.96 329 163 1.6 1.3 2.6 2.1
1.05 358 160 1.6 1.3 2.5 2.1
1.2 336 133 1.7 1.1 2.8 1.8
1.3 325 118 1.8 1.0 2.9 1.6
1.4 316 105 2.0 0.9 3.1 1.4
1.5 309 94 2.2 0.8 3.4 1.3
1.6 303 84 2.4 0.75 3.7 1.2
1.7 299 76 2.7 0.7 4.1 1.1

FIG. 2. The p

T

� y acceptance map for protons showing the
limits due to tracking coverage and PID.

It is also relevant to consider the acceptance and PID
limitations for electrons. As all measured electrons are

FIG. 3. The p

T

� y acceptance map for kaons showing the
limits due to tracking coverage and PID.

FIG. 4. The p

T

� y acceptance map for pions showing the
limits due to tracking coverage and PID.

highly relativistic, pseudorapidity and rapidity are es-
sentially the same. The low-p

T

limit for electrons is set
by the radius of curvature limits: 50 MeV/c tracking,
150 MeV/c to reach the barrel TOF, and ⌘-dependent
limits for the eTOF. Electrons can be identified by TOF
until they merge with the pions at 500 MeV/c. For
much of this same p

T

range, the relativistic electrons also
can be identified by dE/dx between the pion and kaon
bands which are falling in the 1/� region of dE/dx-space.
There is then a range of momenta from 0.5 to 1.1 GeV/c
for which electrons cannot be cleanly identified by ei-
ther TOF or dE/dx alone. In this region, the electrons

pions
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are merged with the pions in TOF-space and with either
kaons or protons in dE/dx-space. By using information
from both systems, it is still possible to cleanly iden-
tify electrons. Finally, for momenta above 1.1 GeV/c,
the relativistic electrons can be cleanly identified using
dE/dx up to 1.7 GeV/c when the pions approach their
relativistic plateau. These acceptance regions are shown
in Fig. 5.

FIG. 5. The p

T

�y acceptance map for electrons showing the
limits due to tracking coverage and PID.

All the acceptance windows shown in Figs. 2, 3, 4,
and 5 were generated assuming that the collision was
at z = 0, in the center of the detector. However, for
inclusive studies, the acceptance windows in rapidity can
be a↵ected by intentionally selecting events with a vertex
o↵set as large as one meter because the longer bunches
envisioned for BES-II will provide a broad interaction
diamond. For o↵sets of z = 1 m, the barrel TOF will
extend from ⌘ = -0.4 to 1.2 while the eTOF will cover
from ⌘ = 1.3 to 2.0. Selecting events with o↵set vertices
will allow the 0.1 unit ⌘ gap between the barrel and end-
cap TOF systems to be covered.

B. Rapidity Dependence of p

T

Spectra

At the top RHIC energies and at the LHC, there is
a region of boost invariance at mid-rapidity. However,
lower collision energies are characterized by incomplete
transparency and partial stopping. This is most readily
observed by comparing the rapidity density distributions
of protons to those of anti-protons. Sample distributions
are shown in Fig. 6 [12]. The anti-proton yield, which is
entirely comprised of produced quarks, can be well de-
scribed by a Gaussian at mid-rapidity. The proton yield
is much flatter in y and clearly the distribution is not a
thermalized Gaussian. The anti-proton to proton ratio,

FIG. 6. The dN/dy values for protons from 17.3 GeV Pb+Pb
data (circles) are shown [12]. The closed symbols are within
the coverage of the current configuration of STAR. The open
symbols show the extension of coverage which is enabled by
the iTPC and eTOF upgrades.

which is the best indicator of the baryon chemical poten-
tial, changes dramatically as a function of rapidity. For
the data shown in Fig. 6, the change in the anti-proton
to proton ratio would suggest a change in µ

B

of 50 MeV
from y = 0 to y = 1.2. (Note the magnitude of the
change depends on the collision energy). This change
in the ratios also highlights why statistical equilibrium
models extract quite di↵erent T and µ

B

values when us-
ing mid-rapidity versus full acceptance (4⇡) yield data.
The figure highlights why this added rapidity coverage
with eTOF PID is so important for the BES-II program.
As the µ

B

of the system is a function of the degree of
stopping at a given energy and centrality, it is important
that this stopping be measured as directly as possible.
Extended rapidity coverage allows for the study of bulk
properties as a function of rapidity. The collision energy
step size of the BES-II program was selected in order to
measure µ

B

steps of about 50-60 MeV. This is roughly
the same change in µ

B

expected when shifting from y = 0
to y = 1.2. We should expect to see similar changes in
bulk properties when shifting from one BES energy to
the next as when shifting from mid to forward rapidity.
For y > 1.0, the eTOF is required for PID, as seen in
Figs. 2, 3, and 4.

Strange baryons and mesons allow one to carefully
tease out the stopping of the quarks from the participant
nucleons. The ⇤, with one u and one d quark, should
show two thirds of the stopping e↵ects of the proton,
while the ⌅�, with only a single d quark, should show ef-
fects at the one-third level. The K

+ carries an u quark,
and should show a rapidity density that is broadened due
to partial stopping, while the K

� carries a d̄ and should

electrons

STAR/CBM, arXiv:1609.05102v1

➤ significant extension of PID 
beyond rapidity = 1 

➤ very important for fixed-target 
regime
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ENDCAP TIME OF FLIGHT (ETOF)
➤ extends particle TOF 

particle identification 
(PID) in 1.1<η<1.6 

➤ essential for PID at mid-
rapidity in fixed-target 
mode  
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End Cap Time-Of-Flight
• STAR and CBM-TOF group 

plans to install TOF in one side 
of STAR; part of FAIR Phase-0

• Provide TOF PID in 1.1<η<1.6
• Operation experience for CBM 

effort

• 36 modules in 3 layers, 
Matched to 12 TPC sectors

• Long-strip MRPC readout
• Multiple hit prob < 7.4%
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STAR/CBM, arXiv:1609.05102v1

10

FIG. 10. STAR results for beam energy dependence of �2

(top panels) and S�/Skellam (lower panels) for net-protons
in Au+Au collisions [35]. The left panels illustrate the e↵ect
of p

T

selection while the right panels indicate the e↵ects of
rapidity selection. Dotted horizontal lines are expectations
from Poisson distributions.

FIG. 11. The net-proton �

2 as a function of the protons
and anti-proton multiplicity. Protons come from the rapidity
range -1.4 < y

P

< 0.9.

• NA49 has reported that the onset of deconfinement
occurs at 7.7 GeV [14].

• Some of the QGP signatures (local parity viola-
tion [36] and narrowing of balance functions [37])
show signs of disappearing at 7.7 GeV. We need
to extend the energy range so that we can confirm
that these signatures have indeed turned o↵.

• There are theoretical calculations suggesting that
the mixed phase is entered at energies well below
7.7 GeV [38].

The fixed-target program at STAR with the eTOF
upgrade will enable the energy scan to extend below
7.7 GeV and address these questions. With the eTOF,
the fixed-target program can study the center-of-mass en-
ergy region from

p
s

NN

= 3.0 to 7.7 GeV. Some of the
AGS, SPS, and SIS collaborations use projectile kinetic
energy per nucleon; in that notation, the above range
corresponds to 2.9 to 30.3 AGeV. The five energies of
the BES-II collider program cover the baryon chemical
potential range from 205 to 420 MeV [39]. The inclusion
of an additional seven fixed-target energies will extend
the range from 420 to 720 MeV with a similar 50 MeV
step size (see Fig. 12). The physics topics proposed for
normal collider mode can be performed in this extended
µ

B

range.
It is important to note that the physics impact of

the eTOF system is significantly di↵erent for the fixed-
target program than for collider mode. In the BES-II
collider program, the addition of the eTOF system ex-
tends the momentum range of forward rapidity PID. In
the fixed-target program, the roles of the central and for-
ward parts of the detector are reversed. This is due to
the large 1-2 unit rapidity o↵sets between the laboratory
and the center-of-mass reference frames. In the next sec-
tion, we show that eTOF provides essential PID in the
mid-rapidity region.

FIG. 12. A schematic of the phase diagram of QCD matter
showing hypothetical illustrations of reaction trajectories for
the BES collider and fixed-target programs.

A. Acceptance

The calculation of the fixed-target acceptance of the
STAR detector is similar to the collider mode acceptance
calculations discussed in the previous section with only a
few exceptions. The 1 mm thick gold target is located at
z = +210 cm. This is the optimal location for the target

➤ antiprotons produced more at mid-
rapidity 

➤ added coverage by eTOF will enhance 
the fluctuation signal ⇒ clearer and 
more significant indication of critical 
behavior

STAR/CBM, arXiv:1609.05102v1
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EVENT PLANE DETECTOR (EPD)

➤ significantly better event 
plane resolution than BBC 

➤ fine centrality binning in 
BES-II

41

Physics impact of EPD
Directed flow

EPD is going to reduce the auto-correlations to mid-rapidity 
measurements vn, 

The statistics (resolution) improvement is significant: global Λ
polarization,..
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Figure 17: First harmonic ( 1) event plane resolution (both detector planes) as a
function of centrality for di↵erent detector setups. Each hit in this simulation was
smeared based on realistic ADC distributions. Most central events are on the left, the
most peripheral bin shown corresponds to 40%-45%. The plot on the top left is fromp
sNN = 7.7 GeV and the plot on the top right is from

p
sNN = 19.6 GeV. The lower

plot shows the event plane resolution for the second harmonic ( 2). The BBC points
are in blue, and we can see that for all centralities and energies the EPD improves the
event plane resolution.
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STAR Note 666 
https://drupal.star.bnl.gov/STAR/starnotes/public/sn0666

Event Plane Detector (EPD)

2*372 channels, trapezodial
tiles.
16 radial segments; 24 
azimuthal sections per wheel
Cover 2.1<|η|<5
SiPM readout <1 nsec timing 
resolution
Capabilities demonstrated by 
prototype in 2016 and 1/8 in 
2017
• Event Plane Determination
• Centrality definition
• Triggering capabilities

8/15/2017 Videbæk, Phases of QCD and BES program 18

A event plane detector for STAR Note 666
https://drupal.star.bnl.gov/STAR/starnotes/public/sn0666

➤ cover 2.1 < |η| < 5 
➤ event Plane determination 
➤ centrality definition 
➤ trigger capabilities

STAR Note 666 
https://drupal.star.bnl.gov/STAR/starnotes/public/sn0666

https://drupal.star.bnl.gov/STAR/starnotes/public/sn0666
https://drupal.star.bnl.gov/STAR/starnotes/public/sn0666
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INNER TIME PROJECTION CHAMBER (ITPC)

42

➤ make possible to 
measure directed flow 
in forward rapidity

12 
 

Figure 7 shows the projected BES II measurements from STAR, with the iTPC, together 
with data already taken at higher beam energies and compared to recent model 
calculations. STAR detectors in the BES-II era will cover a unique energy range because 
the excitation function above 20 GeV for the low mass region (LMR) depends strongly 
on initial temperature, while the LMR excess below 20 GeV depends more strongly on 
baryon density.  

 
Figure 7: The Beam Energy dependence for  the Low-Mass dielectron excess from published data at 19.6 
and 200GeV, model expectation from PHSD for energy below 20GeV and Rapp’s model above 20 GeV. 
Also shown are projected sys. and stat. errors from preliminary results at 27, 39 and 62.4GeV, and 
projections for BES-II with the iTPC. Projections without the iTPC for these energies would have x2 (�2) 
bigger sys. (stat.) errors. 

Due to the nature of relativistic heavy ion collisions, the observed inclusive di-lepton 
yields at low mass have contributions from many sources integrated over the entire 
evolution of a collision.  During BES-I running, STAR collected dielectron data for 
minimum-bias Au+Au collisions at √sNN = 39, 27 and 19.6 GeV.  Figure 8 shows 
preliminary efficiency-corrected inclusive dielectron invariant mass spectra for these 
three beam energies, as well as for 62.4 GeV. The data are compared to a cocktail 
simulation including contributions from all the known hadronic decays of light mesons 
and correlated charm pairs. A low-mass dielectron excess is observed across all the 
collision energies, indicating hot, dense medium contribution. A broadened U spectral 
function [29], which describes SPS dilepton data, consistently accounts for the STAR low 
mass excess in Au+Au collisions at 19.6, 27, 39, 62.4, and 200 GeV (see Figure 8). 
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➤ make possible a systematic 
study of the dielectron 
continuum below 19.6 GeV
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rapidity is the only relevant observable where the simulations indicate a large variation. 
The preliminary measurements plotted here are based on the slope of v1(y) fitted near 
mid-rapidity, which captures the overall size of the directed flow signal within the limited 
rapidity acceptance of the STAR TPC. The broader rapidity acceptance that will be 
available after the iTPC upgrade, as discussed previously, will allow a more detailed 
characterization beyond a single slope measurement, and will also provide better statistics 
even when integrating over rapidity, as is likely to be the case when centrality 
dependence is being studied at the lowest beam energies. 
 

 
Figure 19: The Forward v1 measurement as a function of centrality explicitly showing the improvements 
due to the coverage of the iTPC. 

The improved acceptance of the iTPC at low transverse momentum and the improved 
overall track efficiency will enhance our physics capability in the area of directed flow at 
BES-II energies.  However, a more dramatic enhancement from the iTPC will be the new 
capability to study directed flow away from midrapidity ( |y| > 1 ).  Figure 19, based on 
UrQMD charged particles from 19.6 GeV AuAu collisions, emitted with pseudorapidities 
from 1.3 to 1.4, shows directed flow as a function of centrality.  In this pseudorapidity 
region, the TPC tracking performance is relatively poor and would drop precipitously if 
pseudorapidity were further increased, while TPC particle ID capability (based on dE/dx 
for a relatively small number of hits per track) is marginal.  The red error bars illustrate 
the much improved statistics furnished by the iTPC for the same sample of events.  If 
dE/dx were used to isolate a sample of identified tracks, the errors in both scenarios 
would be magnified, but the TPC errors would be magnified more than those of the iTPC. 
 
2.3.2 iTPC-based study of the softening of the Equation of State 
 
A prediction for the width of pion rapidity distributions can be obtained from Landau’s 
hydrodynamic model [9]. In this scenario, the width of the pion rapidity density 
distributions, Vy(S-), depends on the speed of sound, cs [10]. A study of Vy(S-)/Vy(hydro)  
as a function of beam energy, shows a potentially important feature, namely a minimum 
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one sector has been installed and 
operated this year
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